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This issue of the Journal of Fluids Engineering is dedicated 
to Professor William R. Sears on the occasion of his 80th 
birthday. Over the past fifty years, Bill Sears has made a great 
many significant contributions to fluid mechanics and fluids 
engineering. He has also provided impetus in several areas of 
fluid mechanics through his own pioneering works, which since 
then have been referenced hundreds of times. But to all of us 
who have known him, Bill Sears is appreciated even more for 
his ability to motivate and inspire others, students and col
leagues alike. With his unassuming and warm personality, he 
has attracted and guided many students who later themselves 
excelled. Over the years, he has freely handed out, both to 
colleagues and students, excellent ideas which later matured 
into significant contributions and for which he often refrained 
from having his name listed as a co-author. 

Bill obtained his B. Aero. E. from the University of Min
nesota, and then, in 1934, moved on to where he was eventually 
to become one of the most famous students of Theodore von 
Karman. At Caltech, he started out with a wind tunnel as-
sistantship, became an instructor in 1937, and an assistant 
professor in 1940. Bill has always loved the challenge of wind 
tunnel measurements and their importance to aerodynamics, 
and does so to this day. But, as fate would have it, he would 
not return to the wind tunnel work until many decades later. 
Von Karman had his eye on the young man for even greater 
things. 

In those days, in the period 1936-1938, controversy was 
brewing in the scientific community regarding vital issues in 
unsteady aerodynamics, and especially the interpretation of 
measurements taken in certain laboratory modeling schemes 
if they were to be applied to practical flight. Karman, returning 
to Caltech from an earlier trip to Europe in 1937, proposed 
to his young assistant and doctoral student, Bill Sears, that 
they set out to clarify the issue. Karman's idea was to apply 
a unifying concept of fluid mechanics, Lord Kelvin's widely 
accepted notion of impulse in potential flows, to the problem. 
To do this, he turned to Bill, proposed a doctoral dissertation 
to his young student, and thereby started a collaboration be
tween the two that endured for the rest of Karman's lifetime. 

Sears completed his thesis at Caltech in 1938 under Karman's 
tutelage and received his Ph.D. there that year. He and Karman 
also published that same year a landmark paper on unsteady 
wing theory arising from Bill's dissertation, which not only 
clarified existing confusion, but set new standards for the whole 
field. Even now, more than a half century later, that paper is. 
still a subject of, or principal reference for, at least one of the 
articles in this special issue of the Journal of Fluids Engi
neering. It was also during this period at Caltech that Bill 
developed both the experience and extraordinary skills of clear 
thought and exposition that have made him, many of us be
lieve, one of the great teachers of our time. 

Following immediately upon his Caltech experiences, and 
partly because of the onset of World War II, Bill entered 
industry as a practical engineer and aerodynamicist. In 1941, 

he became Chief of Aerodynamics and Flight Testing at North
rop, and spent five years of the Allied effort there. During 
these years, he participated in the design of the P-61 series 
(Black Widow) and led the effort in designing the Northrop 
experimental tail-less flying-wing aircraft, as long-range, highly 
efficient bomber aircraft. This effort culminated in the de
velopment of the YB-49, a beautiful, jet-powered, high-per
formance airplane meeting or exceeding all its original design 
specifications. Only the end of the war seems to have precluded 
the YB-49 from going into extensive production, and the air
craft was later superseded by the Air Force's order of the B-
52. A version of the "49" can still be viewed at the Air Force 
museum at Wright-Patterson AFB in Ohio. 

Once the war was over, a unique opportunity was offered to 
Bill by Cornell University to come to Ithaca and found a new 
school of aeronautical engineering. For many people of vision, 
it was now clear that the era of flight was coming into its own 
and needed to be developed into a mature science and field of 
excellence in engineering practice. Karman was becoming rec
ognized worldwide as one of this country's great pioneers in 
engineering science and proponents of advanced technology. 
His students, including Sears, were sought out by people of 
vision in the country's great universities. Dean S. C. Hollister 
at Cornell believed in this view of the future of technology and 
invited Bill to come to Cornell to help prove that he was right. 

Bill Sears, with his young wife Mabel—the former Mabel 
Rhodes, who, as von Karman's secretary in 1937-1938, actually 
typed Bill's Ph.D. thesis, and has since emerged as his "wisest 
advisor and lifetime companion" (Bill's own words)—moved 
to Ithaca, New York from southern California to be in this 
great adventure. What was to follow was remarkable by any 
measure. 

Founding a new graduate school in 1946, at the age of 33, 
Bill assembled an impressive faculty of young enthusiasts of 
science, all imbued with the same sense of commitment and 
skill that he himself treasured. Over the next two decades, 
under his leadership, he and his colleagues' students have 
emerged from Cornell not only dedicated to the school and its 
ideas (as personified by Bill Sears himself), but also ready to 
contribute to their chosen fields. Today, one can find an ex
traordinary number of Bill Sears' former students, and their 
students, as leaders in industry, advisors and consultants in 
science and engineering, and teachers on a wide range of uni
versity faculties worldwide. 

Returning to Bill's research efforts and pioneering contri
butions in science and engineering, we have space here only 
to concentrate on a few highlights. During the early part of 
his Cornell years, among other topics, Bill worked on three-
dimensional boundary layers, internal flow in turbomachinery, 
and slender-body theory. He and his associates extended the 
Busemann biplane study to one with identical rectangular plan-
form. A few years before the method of matched asymptotic 
expansions was formalized, Bill employed an asymptotic 
method to attack the problem of not-so-slender wings and to 
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carry the classical theory of Munk, Jones, and Ward to the 
next higher order. 

Bill served as the editor of the Journal of Aeronautical 
Sciences from 1955 to 1963 and, at about this time, he devel
oped great interest in magnetofluid or magneto-aerodynamics. 
A large number of his papers which appeared during this time 
have widened the scientific interest in this area. 

Bill Sears' early interest in unsteady flows led him to rec
ognize the significance of the concept of unsteady boundary-
layer separation. He pointed this out clearly, as early as during 
the fifties, but it was a decade later before he had the oppor
tunity to work on this problem. This idea, like so many others, 
was pursued by his students and by many other investigators, 
with immediate applications to engineering problems such as 
unsteady stall. 

At about the same time Bill became interested in the problem 
of rotating blade noise. He and his associates recognized that 
a method proposed by Ffowcs Williams and Hawkins to cal
culate noise generated by turbulence or surfaces in arbitrary 
motion could be applied directly to the problem of rotating 
blade noise, and indeed to its control or diminution. Until 
then, intuitive and physical reasoning were used to find the 
acoustic source strengths via methods which, however, some
times turned out to violate the conservation laws of continuity 
and momentum. Bill and his associates introduced additional 
mathematical and physical rigor in their method of establishing 
acoustical source strengths. A look at the current literature of 
helicopter rotor and propeller acoustics shows how farsighted 
Sears had been. 

On the lighter side, Sears and his associates recognized that 
the noise of two billiard balls hitting each other is not from 
the vibration of the balls themselves, but rather has aerody
namic origin. It was easy to show that the lowest frequency 
of vibration of a billiard ball was ultrasonic, and thus could 
not be heard. The noise is actually generated in the surrounding 
fluid by the sudden deceleration and acceleration of the ball. 
They predicted the acoustic waveform and then verified it by 
a simple experiment using colliding steel balls. They were, of 
course, correct. 

While Bill was working on acoustics and unsteady separa
tion, he became very interested in the problem of tunnel wall 
interference in wind tunnel testing at transonic speeds. At about 
this time (1973) he moved to The University of Arizona, where 
he has continued working on aerodynamics and has devoted 
much of his time to the development of his "smart tunnels," 
tunnels which "know" how to minimize wall interference. 
Such facilities reduce or eliminate interference effects by a 
clever choice of adaptive adjustment of the wall properties 
themselves. For example, this is accomplished by controlling 
the flow, so as to ensure that two independent flow-disturbance 
quantities measured at an interface surface near the wind-
tunnel walls are compatible with the same quantities as com
puted for interference-free outer flow beyond the interface. 
During the course of his work, he and his associates also 
developed a method for adjusting the effective free-stream 
vector in the wind tunnel so that the powered-lift vortex wake 

generated in testing vertical/short takeoff and landing aircraft 
(V/STOL) would lie entirely within the wind tunnel test section. 
Current wind tunnel testing procedures have been influenced 
by the adaptive wall concept in many ways. The synergism of 
experiment and theory that is inherent in the adaptive wall 
concept was a forerunner of the integration of simultaneous 
experiment and analysis that is being pursued today. 

With his hundreds of intellectual offspring, one can say that 
Bill Sears has actually established a new way of approaching 
engineering problems. No doubt, he started at the right place 
and at the right time, yet it has been his unique dual strengths 
in abstract mathematical thinking and natural engineering in
tuition that have allowed him to show us the way in employing 
both elegant theory and insight to the solution of so many 
practical problems. His philosophy and approach, shared by 
his own mentor von Karman, are seen to be strikingly justified 
today, when engineers actually design by methods including 
solutions of complex nonlinear differential equations. Surely, 
at the time when Bill started his career, many practicing en
gineers might have scoffed at such a suggestion. 

Bill's papers are self-contained in the sense that we can 
always begin with him at the beginning, pay attention to his 
steps, logical, or mathematical, and come out with him just 
where he wanted us to go. If we or our successors should want 
to begin a study of, say, unsteady wing theory, aeroacoustics, 
magneto-hydrodynamics, or cascade interactions, we have Bill 
Sears' papers to read, so that we not only understand in which 
way to go, but also are ready to set out in a cheerful frame 
of mind. 

Bill Sears' contributions have been recognized formally by 
a wide group of societies and associations who honored him 
with many invitations to deliver lectures, such as the Lanchester 
Memorial Lecture, Royal Aeronautical Society, London, 1973, 
and international awards, such as the Prandtl Ring, 1974, and 
the Von Karman Medal of AGARD, 1977. He was named a 
Distinguished Alumnus of both The University of Minnesota 
and The California Institute of Technology. Bill is a Fellow 
of the American Academy of Arts and Sciences and was elected 
to the National Academy of Engineering in 1968, to the Na
tional Academy of Sciences in 1974, and to the Academia 
Nacional de Ingenieria de Mexico in 1977. He is a Fellow of 
the International Academy of Astronautics and an Honorary 
Fellow of both the American Institute of Aeronautics and 
Astronautics and The American Society of Mechanical En
gineers. 

Demetri Telionis and James McCune 

This short editorial biography of Professor W. R. Sears was 
composed with the help of passages contributed by H. K. 
Cheng, John Erickson, Feri Farassat, Frank Moore, Ed Res-
sler, and S.-F. Shen. An earlier and more detailed biography, 
written by the late Nelson Kemp, which appeared in W. R. 
Sears's Collected Works through 1973, has also been an im
portant added source of information. 
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Aerospace Propulsion Technology— 
A Fertile Source of Issues in Basic 

Fluid Mechanics 

by Frank E. Marble * 

It is a defensible proposition that the advance of aerospace 
propulsion technology underlies the striking improvement in 
both performance and economy of commercial and military 
aerospace operations over the past fifty years. It is less well 
recognized that propulsion, as a result of the innovation that 
led to these advances, has introduced a large number of new, 
stimulating areas of inquiry in each of the basic disciplines of 
engineering science that form the basis of this technology. Of 
these, I believe that fluid mechanics and materials are the 
greatest benefactors. Here our interest is in the former and a 
few examples will clarify fluid mechanics indebtedness to the 
stimulation of propulsion technology. 

Mixing Processes. The laminar or turbulent mixing be
tween two streams of gas is an essential process of most pro
pulsion systems; mixing of fuel injected into a combustor, 
mixing of core and fan air in a gas turbine and mixing of rocket 
exhaust with the ambient air are typical examples. These issues 
have not only provided powerful incentives in the fundamental 
studies of mixing layers, wakes, and other classical problems, 
but have stimulated the extension of these investigations to 
mixing between gases of different densities and to mixing be
tween streams at high relative Mach numbers. Equally im
portant, propulsion challenges have stimulated the investigation 
of innovative means to accelerate, or more generally to control, 
mixing processes with low loss. 

Chemically Reacting Flows. Before the prominence of 
combustion problems in gas turbine and rocket motors, com
bustion research had little presence in the domain of fluid 
mechanics. The recognition, in the mid 1940's, that gas dy
namic processes were dominant, or at least of great importance, 
in most of the technological combustion processes, revolu
tionized the studies of combustion and profoundly enriched 
the field of fluid mechanics. 

The chemical reaction between two or more gases requires 
that these gases be mixed on the molecular scale, inasmuch as 
molecular interaction is essential to changes in molecular struc
ture that constitute the combustion process. In many cases of 
technological interest, the diffusion processes leading to mo
lecular mixing, rather than the chemical reaction rates, con
trolled by progress of combustion. As a consequence, the 

'Richard L. and Dorothy M. Hayman Professor Emeritus, Mechanical En
gineering and Jet Propulsion, California Institute of Technology, Pasadena, 
CA. 

investigation of exothermic reactions in boundary layer-like 
regions became a "classical" problem in fluid mechanics. As 
usual, turbulent flows presented its unique difficulties. In gases 
the molecular mixing occurs only in the small wave-length of 
the spectrum where viscosity is dominant and hence the dif
fusion processes necessary for combustion are active. This 
feature has provided novel incentives for turbulence research 
and powerful challenges in the development of rational tur
bulence models and their computational implementation. 

Aerodynamic Noise. It is fair to say that the technological 
issue of noise generated by propulsion systems transformed 
acoustics research from the comfortable realm of architectural 
acoustics into an exciting branch of contemporary fluid dy
namics. Jet noise, fan and propeller noise, noise associated 
with the motion of nonuniform gases, each drew upon skills 
acquired in the disciplines of compressible flow and thereby 
immensely enriched fluid mechanics. The basic mechanisms 
and descriptions of turbulence generated noise, noise from 
rotating blade row interference, and combustion generated 
noise and other propulsion sources occupy important places 
in the spectrum of gas dynamic research. 

Instrumentation and Computation. Immense advances in 
computational power and techniques and equally striking in
novation in optical and non-invasive instrumentation have 
added new dimensions to research in fluid mechanics. To a 
considerable extent, propulsion technology is responsible for 
the urgency of non-invasive measurements and for setting the 
most exacting goals for computational fluid dynamics. As CFD 
and computer capacity continue to develop, we shall be able 
to cope rationally with flow fields in gas turbine engines— 
blade wake interaction, unsteady interaction of blade rows, 
blade tip leakage—for which detailed measurement is out of 
the question. In fact, without computational exploration we 
should not even be sure what to measure. 

In combustion systems, reliable optical measuring tech
niques are gradually allowing resolution of questions that for 
generations were inaccessible due to poor time resolution and 
probe interference. Of equal importance they encourage ex
periments of very short time duration—shock tubes, pulsed 
combustion systems, blowdown turbomachinery experi
ments—thereby making these fields accessible to the modest 
budgets we associate with research in fluid mechanics. 

Numerous other issues—particulate and droplet laden gases, 
resolution of nonequilibrium effects in hypersonic flow, ultra-
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rapid mixing for low-NOX combustors—raise issues that are 
both vital to propulsion technology and stimulating to basic 
fluid mechanics. A final and most significant general problem 
should be mentioned: fluid mechanics problems related to ac
tive control of propulsion systems. While most current efforts 
involve the control of stall and surge of compression systems 
and the control of combustion oscillations, a host of other 
areas of "Smart Engine" applications are on the horizon. The 
issue here is that most of these instability problems have a 

In typical analyses of compressible flow, the fluid involved 
is assumed to be an ideal gas, possibly with variable properties. 
While this is generally acceptable for the external flows en
countered in aerodynamic problems, in several processes of 
practical interest the fluid's behavior is decidedly non ideal. 
In particular, unusual behavior is seen for a fluid near a ther
modynamic critical point. Flows of such fluids raise many 
problems of engineering interest for the process industries. 

The description of the equilibrium behavior of systems very 
near a critical point has been the focus of much elegant work 
over the past several decades. Although critical points are 
found in many types of systems, this column focuses on the 
liquid-vapor critical point. This type of critical point has at
tracted significant attention since it was first reported by 
Andrews in 1869. 

Many of the thermodynamic properties of a fluid near its 
liquid-vapor critical point either diverge or disappear as the 
critical point is approached. Of particular interest for flow 
situations, are the facts that such a fluid exhibits liquid-like 
densities, gas-like viscosities, and has vanishingly small surface 
tension and enthalpy of vaporization. Furthermore, the strength 
of solvents is dramatically increased near the critical point. 
The open questions in these flows involve the coupling of 
property variations with the flow conditions. These questions 
fall into three general categories: physicochemical, mechanical, 
and thermodynamic. 

The physicochemical problems associated with the flow of 
supercritical fluids center around the manipulation of energy 
and mass transfer processes. For example, supercritical fluids 
(SCF) are widely used in extraction and chromatography sys
tems because they show significantly enhanced performance 
as solvents. This effect is explained by a tendency of the solvent 
to cluster around solute molecules. As a saturated supercritical 
solvent expands, it rapidly precipitates the solute. In a flow 
system, such behavior would obviously be of interest. Consider 
the fact that quartz is soluble in water near its critical point: 
control of the precipitation could be important in any appli
cation where supercritical water is rapidly expanded. Recent 
work has shown an empirical ability to control particle size by 
varying the expansion conditions. Is the precipitation a ho
mogeneous nucleation process? If precipitation is rapid, how 
is the flow field altered? 

Even in the absence of solutes, interesting critical behavior 
can be observed. If the solvent is a mixture, the formation of 
a condensed phase will alter component concentrations in the 

'Department of Mechanical Engineering and Lawrence Berkeley Laboratory, 
University of California, Berkeley, CA. 

fluid mechanical origin and unless this mechanism is recognized 
and quantitatively understood, the control of its consequences 
becomes a more complicated, more energy consuming, and 
possibly an impossible task. 

It is very appropriate for this contribution to appear in the 
issue commemorating Professor William Sears' 80th birthday 
because he is one of the researchers who first employed rational 
fluid mechanical modeling to practical problems in turbo-
machinery flows and in aeroacoustics. 

fluid and thus change its critical point. What is the impact of 
this change on physical property variation? 

The specific heat and the thermal conductivity follow a power 
law growth as the critical point is approached, and many of 
the more interesting applications of SCF take advantage of 
this fact. Supercritical water has been used as a reactor coolant, 
and supercritical hydrogen has been proposed as a coolant in 
aerospace applications. Very close to the critical point, how
ever, the thermal diffusivity decreases, leading to a phenom
enon known as "critical slowing down." Physically this is due 
to the growth of the correlation length scale, and the relatively 
small energy changes associated with large fluctuations. This 
phenomenon might be expected to reduce the impact of con
duction, but recent observations indicate that an acoustic "pis
ton effect" can lead to dramatically enhanced transport in a 
closed constant volume system. This effect is due to the ex
pansion of the fluid in the thermal boundary layer. This ex
pansion allows the rapid transport of energy across the volume. 
Can similar effects be observed in flow systems? 

Equally interesting are the mechanical questions raised by 
the flow of SCF. It is possible to imagine a highly compressible, 
relatively slow flow. Density fluctuations of all length scales 
occur even for closed equilibrium SCF systems. If the system 
is open, how and where do shocks develop? Furthermore, the 
compressibility of supercritical fluids is so great that hydro
static density changes on the order of ten percent over a height 
of 5 mm have been observed near the critical density. Since 
the density is a strong function of pressure, the pressure gra
dient driving an isothermal flow can cause significant density 
fluctuations. An almost limitless number of interesting design 
questions can be raised regarding thermal cycling and pressure 
recovery techniques. Is it possible to formulate a consistent 
design strategy, or will design of supercritical extraction and 
cooling systems remain largely phenomenological? 

The thermodynamic problems associated with flowing su
percritical fluids are extensions of the problems addressed for 
equilibrium fluids. Among the more interesting is determining 
the range of applicability of equations of state for the fluid. 
For example, the van der Waals (VDW) equation is known to 
be qualitatively and quantitatively incorrect very near the crit
ical point. Several recent studies, however, have adopted the 
VDW equation of state with reasonable results. What is the 
magnitude of error associated with the use of various alter
natives? Is the difficulty of working with a qualitatively "bet
ter" EOS justified? 

Other thermodynamic questions arise because of the en
hanced compressibility of supercritical fluids. For example, 
carbon dioxide—the most commonly used SCF—has a bulk 
viscosity which is three orders of magnitude greater than its 
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rapid mixing for low-NOX combustors—raise issues that are 
both vital to propulsion technology and stimulating to basic 
fluid mechanics. A final and most significant general problem 
should be mentioned: fluid mechanics problems related to ac
tive control of propulsion systems. While most current efforts 
involve the control of stall and surge of compression systems 
and the control of combustion oscillations, a host of other 
areas of "Smart Engine" applications are on the horizon. The 
issue here is that most of these instability problems have a 
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liquid-vapor critical point. This type of critical point has at
tracted significant attention since it was first reported by 
Andrews in 1869. 

Many of the thermodynamic properties of a fluid near its 
liquid-vapor critical point either diverge or disappear as the 
critical point is approached. Of particular interest for flow 
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densities, gas-like viscosities, and has vanishingly small surface 
tension and enthalpy of vaporization. Furthermore, the strength 
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fall into three general categories: physicochemical, mechanical, 
and thermodynamic. 

The physicochemical problems associated with the flow of 
supercritical fluids center around the manipulation of energy 
and mass transfer processes. For example, supercritical fluids 
(SCF) are widely used in extraction and chromatography sys
tems because they show significantly enhanced performance 
as solvents. This effect is explained by a tendency of the solvent 
to cluster around solute molecules. As a saturated supercritical 
solvent expands, it rapidly precipitates the solute. In a flow 
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work has shown an empirical ability to control particle size by 
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mogeneous nucleation process? If precipitation is rapid, how 
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Even in the absence of solutes, interesting critical behavior 
can be observed. If the solvent is a mixture, the formation of 
a condensed phase will alter component concentrations in the 

'Department of Mechanical Engineering and Lawrence Berkeley Laboratory, 
University of California, Berkeley, CA. 

fluid mechanical origin and unless this mechanism is recognized 
and quantitatively understood, the control of its consequences 
becomes a more complicated, more energy consuming, and 
possibly an impossible task. 

It is very appropriate for this contribution to appear in the 
issue commemorating Professor William Sears' 80th birthday 
because he is one of the researchers who first employed rational 
fluid mechanical modeling to practical problems in turbo-
machinery flows and in aeroacoustics. 
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dynamic viscosity. When C02 is flowing near its critical point, 
the dilatation may be large, and bulk viscosity terms can not 
automatically be dropped from the governing equations. Such 
a system may provide an experimentally feasible alternative to 
hypersonic boundary layers for observing the influence of bulk 
viscosity. 

The general topic of Competitiveness and what we as Fluids 
Engineers may contribute to restore the luster it seems to have 
lost in the U.S., have been examined by several concerned 
authors, through the editorial columns of the most recent issues 
of the Journal of Fluids Engineering. 

The problem was addressed by first identifying certain per
ceived obstacles that seem to stand in the way of an effective 
transfer of technology from research or from analytically ori
ented groups to those more directly responsible for engineering 
our commercial products. The perceived obstacles assume var
ious forms, but seem to have their roots equally firmly embed
ded in the individual cultures of the major sectors dedicated 
to engineering pursuits, be they of academic, industrial or 
government provenance. They often have to do with practices 
so long established that they have come to be assumed as having 
some sort of perpetual sanctity that cannot be questioned. 

In an effort to get around these real or imagined obstacles, 
a number of suggestions and recommendations were advanced. 

The suggestions that were advanced by the authors (chosen 
to represent all main engineering working sectors) did not by 
any means address all of the areas where disjoints or bottle
necks were felt to interfere with the transfer of technologies. 
But they addressed some important ones with ideas which have 
the portend to cut across some existing bureaucratic practices 
and in so doing lubricate the transfer processes considerably. 

In particular, a cost-effective model based on simple, direct 
interactions between engineering faculty specialists and their 
counterparts from industry was proposed. It shows great prom
ise for opening communication channels in a fashion that is 
time- and cost-effective as well as capable of providing the 
financial support for continuing academic research. It creates 
a setting in which an improved understanding of one another's 
technical challenges by practitioners from different cultures, 
yet having complementary skills. And it can break through the 
stereotype and the barriers of suspicions which were bred here
tofore from a perception of mutually divergent motivations. 

It was also suggested that technical societies like ASME 
assume a new function, that of serving as an intermediary 
between academe and industry for the purpose of brokering 

'Fluids Engineering Associates, 14 Clevelant Rod West R.D. 2, Princeton, 
N.J. 08540. 

Significant progress has been made recently in describing 
the physics of systems near a critical point, but many questions 
of engineering interest remain unresolved. Because such sys
tems can exhibit counterintuitive behavior, the resolution of 
these problems provides both intellectual challenges and the 
opportunity to develop systems of great practical value. 

engineering transactions mutually beneficial to both parties. 
By necessity, these efforts would address only classes of tech
nologies identified as "Basic" or as "Emerging", such as the 
needed conversion of some existing but obscure scientific prin
ciple into a more readily assimilated form or such as the break
ing open of new fields of research. Consortia, workshops and 
technical exchange markets may thus well be set up, brokered 
by regional ASME chapters or at the national level. Such a 
role may well entail surveys and polls for technical needs and 
the maintenance of skills banks, the catalogue contents of 
which are set by industry and the products of which are de
livered by research groups, consultants, educational institu
tions and even through sharing of industrial know-how. 

Furthermore, the notion that our competitiveness may be 
improved through the creation of industry/government con
sortia having the object of developing products and processes 
right down to the commercial stage was also advanced. For 
this and other purposes, much can be found overseas, not
withstanding that much of this overseas technology originated 
in the U.S. A special point was made of the need for greater 
reciprocity of access, in effect calling for increased efforts on 
the part of the U.S. government and of U.S. industry and of 
educational institutions to disseminate as well as assimilate the 
information and publications generated offshore. 

These and other ideas are to be reviewed and discussed with 
the membership in the context of a second panel on the subject 
of U.S. competitiveness during the 1993 WAM in New Orleans. 
This panel will also seek to give a voice to senior members of 
the Division as well as to selected individuals with experience, 
who have long been faced with this issue and who will serve 
as responders to the premises proposed by the editorial writers. 
Finally, as an epilogue, the overall interaction with the mem
bership, written and verbal, will be summarized in the March 
issue of the Journal of Fluids Engineering. 

It goes without saying that if sufficiently well-developed 
ideas can be generated, an ultimate objective of this entire 
initiative would be to submit an entry to the ASME National 
Agenda with the object of preparing a white paper on this 
subject. It should be seen as expressing not jut the views of 
the Fluids Engineers but equally well those of the entire me
chanical engineering community. The participation from the 
readership of the JFE and the benefits of all the valued opinions 
from the membership are hereby solicited. 
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Perspective: Unsteady Wing 
Theory—The Karman/Sears 
Legacy1,2 

The aerodynamic analysis of wings and their vortex wakes is discussed from a 
perspective of its relation to the 1938 work ofKdrmdn and Sears. The key concepts 
from this early paper on the analysis of airfoils in small amplitude unsteady motion 
are reviewed. These concepts are then used as a point of departure for developing 
techniques for calculating and interpreting the aerodynamic characteristics of both 
airfoils in large amplitude motion with deforming vortex wakes, and maneuvering 
low-aspect-ratio wings with leading-edge separation. Calculated examples are pre
sented for this extended set of applications, and are compared to related analyses 
and experiments. 

Introduction 
This paper focuses on an important part of the heritage of 

Professor William R. Sears to the scientific and engineering 
community, a legacy to which even at this writing, on the 
occasion of his 80th birthday, he continues to contribute. Be
cause this heritage is so far reaching, we are able to touch here 
only on a comparatively small slice of Bill's contributions; for 
that reason, we have chosen the area with which he began his 
extraordinary career—the theory of the unsteady aerodynamics 
of lifting wings. This happens also to be an area in which he 
shared his contributions particularly strongly with his own 
mentor, Professor Theodor von Karman. This legacy, be
queathed not only to Sears' own students, but also to their 
students, and, over the fifty or more intervening years, to so 
many of his colleagues and friends, can only be briefly sketched 
in this paper, nor can we do it complete justice in one short 
article. 

An earlier version of our present article was delivered in 
Cincinnati, Ohio in 1988, at the First National Fluid Dynamics 
Congress; it was dedicated at the time to Professor Sears in 
celebration of his (then) 75th birthday. That earlier version 
also appeared in the Proceedings of the Congress. Our current 
paper, although of the same title, has been extended and up
dated significantly, to include new results and more modern 

The authors wish to dedicate this paper to Professor W. R. Sears, on the 
occasion of his 80th birthday, in gratitude for the inspiration, wisdom, and 
friendship he has offered both of us over two different generations. As students 
within the lineage of Prandtl, von Karman, and Sears we feel especially privileged 
also to have known Bill Sears the man. We take this opportunity to renew our 
dedication to the practice and teaching of engineering and science in the manner 
Bill himself has loved so much and shared with so many over a remarkable 
lifetime. 

2This work was supported in part by AFOSR Grant No. 86-157 and by AFOSR 
Grant No. 87-NA-249. 
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applications. These new results have been obtained not only 
for airfoils but also for slender wings (low aspect ratio deltas 
and the like) at high angles of attack and at high rates of 
maneuver. Nevertheless they rely heavily on the basic method 
introduced by Sears and von Karman—i.e., on the "legacy" 
referred to in our title. 

It is not our intention to attempt a more complete review 
of the subject of unsteady aerodynamics here; excellent review 
papers on unsteady wing theory and associated topics are al
ready available (see, for example, Hitzel and Schmidt, (1984), 
Hoeijmakers (1988), McCroskey (1982), Sarpkaya (1979)). 
Rather, in this article, we attempt to portray, with examples, 
something of the flavor of Bill's creative influence, and to 
provide a perspective as to how it is that his original works 
continue to influence modern efforts. 

In the late spring of 1988, during the year of the celebration 
of his 75th birthday, Prof. Sears was invited to give a seminar 
on unsteady wing theory at M.I.T. His lecture was attended 
by a standing-room only audience of several hundred col
leagues and M.I.T. students. Sears' opening remarks for that 
seminar provide an excellent introduction to the topic: "The 
theory of wings in unsteady flow is a particularly fascinating 
area of fluid mechanics. It originated in Prandtl's school. In 
[this talk] we will recount some of its brighter aspects and also 
some of the remarkable confusion that grew up among people 
then working in the field. This part of aerodynamics is still an 
active one today and profits greatly nowadays from the advent 
of the high-speed computer." 

As a student of Sears many years earlier, one of us (JEM) 
caught the sense of Bill's fascination with the subject and took 
furious notes in the wing theory course (in india ink, of all 
things). Perhaps the india ink was the right decision, though, 
because Bill never did publish those lectures, and as a result, 
the "indelible" notes have been passed along over the years 
to many a student and to many a colleague. 

In discussing Sears' legacy to modern wing theory, we also 
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have the opportunity to touch on a part of that of Sears' 
teacher, Theodor von Karman. A central event was the pub
lication of a paper Karman and Sears wrote together and pub
lished in 1938 (Karman and Sears, 1938). Looking back now, 
the Karman-Sears paper seems to have capped a great world
wide burst of effort, spanning more than a decade, by the 
aerodynamic community. But the obvious harmony of this 
paper is also symbolic of the close relationship that existed 
between these two men, student and teacher, over several dec
ades of their professional and personal lives. 

The principal subject.of the original Karman-Sears paper 
was, of course, unsteady airfoil theory; its importance at the 
time—in the burgeoning era of flight—seemed to be matched 
only by the difficulty of the task. Karman and Sears themselves 
quoted a British author on the subject: "The general formulae 
we have now obtained are rather too complex to convey directly 
any idea of their physical significance." If this was indeed the 
case, Karman and his student took it upon themselves to try 
to remedy the situation: They declared that in their treatment 
they wished "to use only the basic conceptions of the vortex 
theory familiar to the modern aeronautical engineer." (Kar
man and Sears, 1938). 

It can be said that their paper "capped" a great effort 
because if it was among the best and most helpful it was also 
among the latest chronologically in a substantial list of con
tributions. By that time, such pioneering efforts as those of 
Birnbaum, Wagner, Glauert, Kiissner, Theodorsen, Jones, and 
others were also available in the literature. Wagner had laid 
the foundation of the eventual gust-response theory. Glauert 
and Theodorsen had provided extensive numerical tables de
termining oscillating airfoil response and the dreaded flutter 
phenomenon was beginning to be understood and mastered at 
last. 

But, in the midst of all this, there was apparent controversy 
amongst the experts. Glauert was dead, the victim of a tragic 
accident, Wagner was doing other things, and Kiissner had 
excellent and compelling experimental results and a theoretical 
interpretation of them which, however, seemed unconvincing. 

So, in choosing to emphasize the physical interpretation of 
their results and to offer an alternative and innovative for
mulation of the basic theory, Karman and Sears provided a 
major service and a lasting contribution. That legacy has en
dured these 55 years, and is the real subject of this paper. 

The "Dissertation"—How it Began 

We've heard this story so many times, we have to believe 
it's true. Professor Theodore von Karman of Caltech called 
his Ph.D. candidate William R. Sears into his office one day 
in the mid-30's and said: 

. . ."So! Bill! You want a dissertation? Here is a disserta
tion.". . . 

Karman had an idea, and he proceeded to entrust his young 
student with it. He also described to Bill his reasons for be
coming more deeply involved in unsteady wing theory. As the 
story is told, one can sense the frustration that Karman felt 
in not being able to reach a complete consensus on the subject 
with the "experts" in the field, including some of his former 
colleagues in Gottingen. 

And so, a great project was launched. Through his thesis, 
through his subsequent joint paper with Karman (Karman and 
Sears, 1938) and through his later papers on the subject (for 
example, Sears, 1941), Sears himself became one of the experts 
and, as in so many other cases later on in his distinguished 
career, one of the true leaders in the field. In the process, Bill 
both criticized and profited from—and provided insight into— 
the works of Glauert (1929), Kiissner (1936a and b), Theo
dorsen (1935), and Wagner (1925), among others. Later, he 
entrusted many of these same insights to his own students, 
much in the way Karman had done. 

1 Kelvin Impulse and the Wake Integrals. Virtually all 
of the material in this section is excerpted directly from the 
initial and fundamental contribution to the field by Karman 
and Sears (1938). Despite their continued close association and 
friendship over a lifetime, this was to be the only paper these 
two authors were to publish together. 

According to Sears, Karman suggested at the same time he 
proposed the dissertation topic to Bill that they try to settle 
once and for all the confusion that seemed to exist regarding 
the lift and moment formulations for airfoils in unsteady mo
tion. Sears tells us that it was Karman who proposed the use 
of the concept of the impulse of vortex pairs, having recognized 
that the combination of the airfoil and its wake, with zero net 
time-dependent circulation, must comprise a system of such 
pairs. 

A few years ago one of us commented to Professor Sears 
that perhaps he had "always been a teacher at heart," since 
in the Abstract of their famous paper he and Karman describe 
part of their motivation as: "to make the airfoil theory of 
non-uniform motion more accessible to engineers by showing 
the physical significance . . . of the mathematical deductions, 
[of airfoil theory]." 

In any case, Sears replied to that comment that he thought 
"it was probably more Karman" than he. He recounts, for 
example, an exchange between Karman and Theodorsen at a 
seminar they both attended. Theodorsen reportedly inquired 
of Karman why he had thought it necessary to publish a paper 
on the same subject as that of Theodorsen's own NACA Report 
(Theodorsen, 1935). Karman is said to have replied that "your 
(Theodorsen's) report was mostly about flutter," and he (Kar
man) thought that some people might have difficulty in ap
preciating the other aerodynamic aspects of the problem. 
Theodorsen apparently retorted wryly: "And you think they 
will understand Kelvin impulse better?" 

However that may be, the lift and moment formulations in 
these terms have turned out over the years to be vitally useful. 
In fact, as we show in the next sections, we have had to relearn 
that lesson once more in carrying out our corresponding non
linear calculations and modern applications of unsteady wing 
theory. 

In reviewing here the Karman-Sears formulations of airfoil 
lift and moment per unit span, let us adopt, as they did, the 
linearizing approximation of a thin airfoil with a flat wake 
extending along the x-axis, thus ignoring wake deformation 
and roll-up, to that approximation. The .y-component of im
pulse for the vortex-pair system is then3 

Z,= - P » ] > ] r , x , (1.1) 

on taking due care not to count pairs twice and recalling E,T,-
= 0 for a paired system. Here, T, is the circulation of a given 
vortex located at x-, along x-axis. The corresponding lift acting 
on the system is -dly/dt per unit span, or 

i 

Correspondingly, and in the same approximation, Karman and 
Sears show that the pitching moment about the origin is 

i 

per unit span. By convention the moment is positive nose-
down, i.e., counterclockwise. 

Referring to Fig. 1 the sum in Eq. (1.1) can be recast in 
terms of integrals over the airfoil chord and the wake 

3Here and throughout this paper we adjust the notation wherever necessary 
to include the right-hand rule convention for both the vorticity and the circu
lation. Karman and Sears did not use this convention. 
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Fig. 1 Thin airfoil and flat wake system for linear theory 

c 

xy„(x, t)dx-p„, \ ^ xyw(x, t)dx (1.4) 

~2 + 2 

whereas the net bound circulation on the airfoil is 

r„(0 = ya(x, t)dx 

and the net wake circulation is 

?J!) = I 
cmaxO 

y„(x, t)dx. 

(1.5) 

(1.6) 

In these expressions ya{x, t) is the distributed bound vorticity 
on the airfoil while yw(x, t) is the free vorticity in the wake 
and xmm(t) is the furthest downstream extent of the linear 
wake. Also, "c" is the airfoil chord and the origin of the 
coordinate system is at midchord. 

Two key features of the dynamics of vorticity are then used. 
First, Karman and Sears note that in the wake the free vorticity 
is convected by the surrounding stream; in the linearized limit 
this reduces to the statement 

yw(x, t)=yw\t 
Ua 

(1.7) 

so that 

d7w _r, dYw 

dt ~ " dx ' 

Further, by Kelvin's theorem for the conservation of circu
lation, one has 

rB(o + rw(o = r(0) (1.8) 

where T(0) is the initial stationary circulation, if any, existing 
before unsteady motion begins. Correspondingly, 

dVa 

dt 
dTw 

' dt ' 
(1.9) 

The Karman-Sears paper then demonstrates that it is useful 
to divide the airfoil bound vorticity, ya, and its circulation, 
r„, into two parts with different physical meanings. The first 
part, denoted by 70 and r0, comprises the response of the 
airfoil to the boundary conditions associated with the imposed 
motion that would arise // there were no wake. yQ is obtained 
from the theory of steady airfoil motion as if, absent the wake, 
the instantaneous boundary conditions were to persist forever; 
T0 is specified by the Kutta condition at the trailing edge under 
the same circumstances. Karman and Sears refer to this re
sponse as "quasi-steady"; for specified airfoil motion y0(x, t) 
and Y0(t) can both be regarded as known. 

The second part of the response, denoted by yx and Tu is 
unknown in advance and is associated with the effect of the 
wake: For example, additional bound vorticity is necessary at 
the airfoil to cancel the normal component of wake-induced 
velocity there. Karman and Sears show how to determine 71 
and demonstrate in particular that, whereas 

r,(o= y dxydx, t)dx, 

the conservation laws require 

IW) (1.10) 

if one is also to retain the trailing-edge Kutta condition (1938). 
Since Ta = T0 + T\ and Tw(t) is given by Eq. (1.6), com

parison of Eq. (1.9) with Eq. (1.8) yields 

r0(/)-r(0)=- ( l . i i ) 

For specified unsteady motion and initial conditions the Ihs 
of (1.11) is known (as stated above), and therefore an integral 
equation determining yw(x, t) in the wake results. Nowadays 
this equation is known as the (linearized) "Wagner integral 
equation" (Wagner, 1925). It has been extended to the non
linear regime in a recent work by McCune, Lam and Scott, 
which is partly described in the next section (1990). Also, a 
similar set of two (2) such integral equations arises in the theory 
of low aspect ratio wings with leading edge separation (Tavares 
and McCune, 1993). These recent results, illustrating some 
more modern applications of the "legacy", are discussed in 
Section 5. 

With these fundamental results in hand the two authors 
proceeded to determine expressions for the airfoil lift and 
moment from Eqs. (1.2) and (1.3), recalling integral expres
sions such as (1.4)—(1.6) and (1.10) and (1.11), in particularly 
revealing form. They found, in their notation, 

L(t)=L0 + Li+L2 (1.12) 

and 
M(t)=M0 + Ml+M2, (1.13) 

where in each case each term has a specific physical meaning, 
described below. 

For example, "Li" and "M{" are expressed formally by 

Li(t)=+Po 

d_ Pi 
dt J 

xya(x, t)dx (1.14) 

and 

Mdt)=+-
2 dt 

C 

f. x2- y0(x, t)dx (1.15) 

and are called the "apparent mass contributions" to the lift 
and moment, respectively, vanishing for steady flow. As ex
plained by Karman and Sears, Li(t), for example, is the con
tribution to the lift which would occur in unsteady motion 
even if the airfoil failed to develop any circulation. Thus, L\ (t) 
is understood as the lift due to the inertial reaction of the fluid 
surrounding the airfoil. 

L0 (t) and M0 (t), on the other hand, are the lift and moment 
that would occur according to the stationary airfoil theory if 
neither the vortical wake nor the fluid inertia had any effect. 
These results correspond to steady airfoil theory applied as if 
the actual normal flow boundary conditions of the imposed 
motion were to be imposed instantaneously and retained as if 
they might last forever. The authors found 
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and 

LQ{t)=-pmUaY0(t) 

M0(t) = -poUn \ xy0(x, t)dx. 

(1.16) 

(1.17) 

Smax (t) 

Karman and Sears call these terms the "quasi-steady" lift and 
moment. In the following sections, however, we prefer to call 
their nonlinear counterparts the "no-wake" terms since in the 
high-amplitude case very large unsteady contributions do occur 
both in L0 and M0 (as for example, in severe pitch or plunge), 
so the expression "quasi-steady" can be misleading. 

Finally, L2{t) and M2(t) are the so-called "wake-induced" 
terms. The authors found, in the linear theory, 

L2(t) = -pc 
2 

yw{x, t)dx 

and 

M2(t) = 

v*̂  
L2(t). 

cV4 
(1.18) 

(1.19) 

Karman and Sears call —L2 and - M 2 the lift and moment 
"deficiencies", respectively, in the sense that they represent 
the extent to which the wake prevents the airfoil from attaining 
immediately its eventual ("quasi-steady") response to a sudden 
change in imposed conditions, such as angle-of-attack for ex
ample. 

The last of these remarkable results, Eq. (1.19), in effect 
says that following a sudden change the lift deficiency, as 
caused by wake' 'induction'' effects, always acts at the quarter-
chord of the airfoil in linear theory. Although this phenomenon 
was recognized and also shown experimentally by Kiissner, its 
first correct analytic explanation appears to have been given 
in Karman and Sears' treatment, published two years later 
(Kiissner, 1936a and 1936b). In the following sections we will 
find that this particular result holds up remarkably well in the 
nonlinear case, even for very severe changes. 

From these formulations one can note that several basic 
phenomena in unsteady airfoil response are described directly 
by "wake integrals" over yw(x, f). These include the wake 
induction itself, the lift and moment deficiencies, and various 
formulations of net circulation, etc. Not least, the Wagner 
integral equation Eq. (1.11), which determines yw(x, t), 
emerges as a key to the success of the whole analysis and is 
itself a wake integral. 

In deriving results such as Eqs. (1.12)—(1.19) Karman and 
Sears take advantage of the free-vorticity feature noted in Eq. 
(1.7). It is useful to note the corresponding property of the 
wake integrals themselves. For example, if we define the de
layed time 

\=t-
Ua 

(1.20) 

for the linear case and note that the circulation element in the 
wake over the interval dx is dT„ = + Umy„dt, the wake in
tegrals then have the general property, since yw{x, t) = y„(\), 

J 'maxC 
yw(k)A(x, t)dx 

+
 c-
2 

-Ua j JA^AI UO0(t-\)+-,t)d\ 

J ^A(u<x(t-\)+^,t)d\ (1.21) 

Fig. 2 Airfoil and wake for the nonlinear case 

up in the case of large-amplitude motion, provided the char
acteristic variable, X, is generalized to allow for the actual 
nonlinear convection of the wake (McCune et al., 1990; Ta-
vares and McCune, 1993) (see Sections 2 and 3). 

2 Nonlinear Version—Half a Century Later. It turns out 
that a surprisingly large part of the classical linear analysis can 
be carried over into the nonlinear regime, even as applied to 
wings in extreme or severe maneuver (McCune et al., 1990). 
In the following sections brief accounts are provided of recent 
work showing lift and moment formulations describing airfoil 
and slender wing responses to large and rapid imposed motions. 
In particular, taking our lead from Karman and Sears, we 
attempt to illustrate the advantages of expressing key quantities 
in terms of wake integrals so as to make contact with the Kelvin 
impulse version of the linear theory such as described in our 
above review of their work. 

An alternative method of calculating loading, lift, and mo
ment proceeds along relatively standard lines by means of the 
unsteady Bernoulli equation. For example, the corresponding 
pressure loading across a plate 2-D airfoil is then 

-Ap = pa < H ( / 3 ) > A « ( / 3 ) + A | ^ (2.1) 

One then integrates this loading appropriately over the chord 
to obtain both lift and moment. (In this paper results are 
discussed only for a flat plate airfoil in large-amplitude pitch 
and plunge. Large angles of attack and pitch rate, as well as 
arbitrary plunging rates are allowed. Effects of thickness and 
built-in camber can be included readily, and yield very similar 
results (Lam, 1989).) Here, "(3" is a parameter denoting lo
cation along the airfoil chord: c/2 cos /3 = x (see Fig. 2). Also, 
<«) is the mean tangential velocity at the plate, while AM is 
the corresponding jump. 

Reduction of the resulting integrals requires careful attention 
to the fact that (2.1) is correct only in an inertial frame and 
that there is a difference between A(d</>/3f) and (9/9f)A</>. One 
must also take advantage, as in classical treatments, of some 
convenient integrations by parts. In addition, one uses the fact 
that the mean tangential velocity at the flat plate airfoil is 

(u) = Ux cos a(t)+iiw(P, t) (2.2) 

while the airfoil bound vorticity is determined by the corre
sponding tangential velocity jump: 

-Afl = 7f l(|8, / )=7od8, f )+7 i (0 . 0 . (2.3) 

In the last expression "y0" and " 7 1 " have exactly the same 
meanings as in Section 1. "uw(fi, t)l" is the tangential com
ponent of the "wake-induced" velocity at the airfoil surface 
(see Fig. 2). 

In these and subsequent relations the "angle variable' 
We shall see that this feature of the wake integrals also holds cos l(2x/c) has been introduced for convenience. Referring to 
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Fig. 2, (3 is in the range 0 to f on the upper surface of the 

/ 4? 
airfoil, where sin /3 = + 11 — — , and is in the range -w to 

2ir over the lower airfoil surface. In these terms, one finds 

1 - cos p 
7o(/3, 0 = " 

sin 
w lirr • / r t 2 f"" yairfoii(K, 0 ( 1 + C O S K) 
X ( 2Ua sin a ( 0 — P - CIK 

and 

2(1 - cos (3) 

ir sin p J0 cos K - cos p r 
COS K - C O S (3 

(-£«.(«, 0 ( 1 + COS K)) 

(2.4) 

dK (2.5) 

where ' V is a dummy integration variable along the chord, 
corresponding to /3. In each of these expressions the Kutta 
condition at the airfoil trailing edge has been applied. The 
instantaneous boundary condition for the flat plate case leads 
to 

?airfoil(p\ t) = h(t) COS a(t)-Xa(t) 

= h cos a - I - cos p I a (2.6) 

for use in Eq. (2.4). In fact, 70(p\ t) is easy to work out explicitly 
in this case using the Glauert integrals. The result is 

7o= ( — : — ~ )(2[/oo sin a-2h cos u)-cu sin p. 
sin p 

Moreover, since 

c 

yodx, 

one finds 

re2' 
r 0 = - TC (U„ sin a - h cos a) -

On the other hand, the quantity ?„,(/?, t) to be used in (2.5) is 
the normal component of the wake-induced velocity at the 
airfoil. This latter flow must be cancelled at the airfoil surface, 
giving rise to the additional bound vorticity, 7), just as in 
Section 1 (Karman and Sears, 1938; Wagner, 1925). We will 
find that explicit "wake integrals" for uw and vw can be written 
out below (see Eq. (2.15)). 

With these definitions and steps in hand, one is led to the 
following (intermediate) expressions for lift and moment: 

L(t)=-Pc u U„ + h tan a + -
cos a 

(yo + yi)dx 

cos a dt J c 
X\(y0 + yi)dx (2.7) 

and 

M(t)-- -P.J 2 
(U„ cos a + h sin a + uw) (y0 + y\)dx 

2 

Note that in Eq. (2.7) the lift has been adjusted to include the 
leading-edge force in the classical manner. 

In this form the expressions for lift and moment look de
ceptively like their linear-theory counterparts (before reduction 
to their Kelvin impulse forms), almost as if all one had to do 
is replace £/„, the free-stream speed, by ([/„ cos a + h sin a 
+ uw) in order to get the nonlinear contributions. But, in fact, 
there are some key nonlinear effects "disguised" within y{. 
To make these explicit one needs to express the corresponding 
wake-related quantities in terms of their appropriate wake-
integrals. In so doing one is able to determine the nonlinear 
equivalents of the impulse formulations described by Karman 
and Sears, and once again the results become easier to interpret 
(McCune et al., 1990). 

The real problem with Eqs. (2.7) and (2.8), particularly for 
practical purposes of numerical evaluation, is that both expres
sions contain combinations of large first-order terms some of 
which almost exactly cancel one another. Reducing (2.7) and 
(2.8) by the appropriate use of wake integrals enables one to 
make these cancellations explicit and exact, leaving only small 
remainders to be calculated directly. The resulting advantages 
for numerical calculations are obvious. 

To begin this reduction, let us consider the ' '70'' contribution 
in (2.7) only and note that these can be written 

AZ,0(due to 70) = -PooUV0 + ~^—— VxyQ{x, t)dx 
cos a dt 

2 

cd£o 
cos a \2 dt 

+ L0(t), (2.9) 

where 

L0(t); uw(x, t)y0(X, t)dx (2.10) 

and 

U= U^ + /ztana (2.11) 

L0(t) is an explicitly nonlinear term with no classical counter
part; in practice, however, it turns out not to be difficult to 
evaluate. 

The first two terms in (2.9) correspond immediately to the 
classical results of Karman and Sears (1938). The first term is 
modified from the linear theory "quasi-steady" result only by 
the additional plunging effect on U as written in (2.11). Let 
us refer to this term here as the "no wake" or as the "Jou-
kowski no wake" term rather than calling it "quasi-steady" 
since in the nonlinear case the explicitly unsteady contributions 
are potentially quite large. The second term is precisely the 
apparent mass as discussed in Section 1. Thus, employing 
Karman and Sears' notation: 

M,0(due to yQ) = L0(t) +L{ (t) 

cos a \2 dt 

c dT, 
+ L0(t) (2.12) 

where L0 and Lx have their original meanings, Karman and 
Sears (1938), and LQ is an explicit nonlinear correction. The 
third term in AL0 will precisely cancel out in the following, so 
we need not interpret its meaning here. 
. Following the same procedure for the 71-terms yields at the 

beginning 

AL](due to 70 = 

where 

- p O T , ( 0 + - ^ - ^ (2 x7l(x,t)dx 
cos a dt J c 

2 

cdTi 

cos a \ 2 dt 
+ L , ( 0 , (2.13) 
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<-? l\dx 

and 

Lx(t) = 
cos 

c - p 
a J 

uw(X, t)yi(x, t)dx (2.14) 

Again, L^t) is explicitly.nonlinear and has no classical equiv
alent. As it turns out, it is in (2.13) that most of the cancellations 
occur or are set up. 

To find these, let us note that 7! depends on the wake 
induction at the airfoil, as in Eq. (2.5). In complex-variable 
notation one can express uw and vw at the airfoil surface in 
terms of a wake integral: 

«w((3, t)-iv 

\ K 

'smax(0 
7w(S, t) 

1 

X-Zp 

ds 

1 
2717 

(X) d\ (2.15) 
cos |3-z„(A, t) 

In this relation "s" is the cumulative real-variable distance 
from the trailing edge measured along the distorted wake at 
any t, and z„ is the instantaneous complex location of the vortex 
element in the wake having real elemental circulation dTw = 
yw(s, t)ds. One obtains "£„" from|„ = e'a("(x„ + iy„) where 
xv and yv are the vortex element's coordinates in the inertial 
frame (see Fig. 2.) Let us defer for the moment discussion of 
the final expression in (2.15) except to say that it is the nonlinear 
equivalent of equations such as (1.21) and is associated with 
the actual free-convection properties of the wake (McCune et 
al., 1990; Tavares and McCune, 1993; McCune, 1987). In 
particular, X, is the nonlinear generalization of the "delayed 
time," X, identified in Section 1. (See Section 3.) 

Using the real part of Eq. (2.15)inEq. (2.5) and then setting 
up the necessary integrals for the first two terms in (2.13), one 
finds in each case that two of the three integrations can be 
carried out exactly in terms of fundamental integrals, leaving 
only a wake integral remaining. The results are 

r ! ( 0 = R e TW(X) 

and 

(2.16) 

\\xyx(x,t)dx = Rz\[ r;(X) 2i-^-zJd\) (2.17) 

t-
dX 

(2.18) 

where "dzv/dt" is to be taken at fixed X. 
At this point, one sees the cancellations beginning to occur. 

For example, because of Kelvin's theorem, the leading term 
in (2.18) exactly cancels the sum of the two time derivatives 
occurring in (2.12) and (2.13). Also, because dz„/dt in the wake 
is comparable with U and both reduce to "UJ' in the linear 
limit, cancellation will occur in that limit with the -poot / IY 
term in (2.13) as well, by virtue of Eq. (2.16). Most importantly, 
one sees the equivalent wake-induced lift "deficiency" func
tion, -L2(t), emerging almost in its classical form, Karman 
and Sears (1938). 

In fact, in its equivalent nonlinear version the lift-deficiency 
function appears as the last contribution from the bracket in 
(2.18): 

dt ^equivalent ( , ) = 

cos a 2 r Re r„(X) d\ (2.19) 
c 

which is to be compared with Eq. (1.18). 
Putting this all together, one has at last 

L(t)=Ml + AL0 = L0 + Ll + L2 + L(t) 

where the first three terms have the same physical meaning 
and (virtually) the same form as their linear equivalents, as in 
Section 1. L(t) is the explicit nonlinear term 

(2.20) 

L(t) = 
a J 

(Yo + Y i )w>v^ 

cos a 
Re f r; r V X ) ( - 7 - [ / c o s a 

1 \d\ (2.21) 

where "Re" denotes "real part."4 Equation (2.16) is the non- and vanishes by inspection in the linear limit, 
linear equivalent of Eq. (1.10) and has similar consequences, Collecting, one has 
as discussed below. In both of these expressions zu — c/2 as 
X - t, and r"(X) = 0 at X = 0 (see next Section). 

To complete the reduction of (2.13) one takes the time de
rivative of (2.17) to obtain 

L0(t) = - PooUT0(t) 

C 

d r2 Li(t) = 
cos a dt 

Xy0(x, t)dx 
4In developing these expressions (McCune et al., 1990; Scott, 1987) one uses 

the fundamental integral 

r dO 7T 

J0 cos 8 + a A / a 2 _ j 

where in our case "a" is complex and = - 2z„/c. Thus, for our present purposes 
the main mathematical complication introduced by the nonlinear distortion of 
the wake is the need to keep track of the correct branch of the complex square 
root. 

and 

L2(t) = 
cos a 2 

Re ( r;(X) 

dz, 
dt 

d\ 

e-
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Repeating the above analysis for the moment gives in a 
similar fashion, we find 

M(t) =M0(t) + Ml(t) + M2(t)+M(t) (2.22) 

where 

M ) ( 0 = -P&.U cos a \ xy0(x, t)dx 

~2 

Mi (0 = + v 4 \ \ To(i, t) (x2 - - ) dx, 

and 

2 dt 

M1(t)=--L2(t). 

The explicit nonlinear moment, M(t), is 

c 

M(t)=-px \ xiyo + y^iiwdx 

+ PooRe S>>(f - - t/ cos a zl-
c2 

zAdk 

(2.23) 

It is remarkable that in the nonlinear case M0 and Mx are still 
entirely classical in form and that M2(f), in its equivalent non
linear version, retains the property that L2 acts precisely through 
the quarter chord, McCune et al. (1990). 

Returning to Eq. (2.16), one notes that it implies the existence 
of the nonlinear equivalent of Eq. (1.11). In fact, combined 
with the Kelvin theorem, Eq. (1.9), it leads to the result 

T0(t) - r(0) = - Re J T^X) I dX (2.24) 

A fundamental, or "characteristic," solution of this equa
tion is the shifted time 

\ = t-r(s,t) (3.2) 

where T is the Eulerian drift time for a fluid element within 
the wake (Lamb, 1945). 7 satisfies 

dr 
dt 

+ < J > > * V T = 1 (3.3) 

and represents the time it has taken the fluid element currently 
at a given location to get there starting from some specified 
upstream point. For uniform steady motion at U„ one has, 
for example, 

_ x- const. 

which corresponds to the linearized result in Eq. (1.20). For 
nonlinear time-stepping calculations on a computer r is a par
ticularly convenient variable because the drift-time field is gen
erated automatically during the run. X in Eq. (3.2) is thus the 
nonlinear analogue of the quantity in (1.20). 

Using this concept one concludes that 

A<p(s,t)=A<p(t-T)=A<p(\) (3.4) 

is the general solution of Eq. (3.1). But the variation of cir
culation along the wake at any instant is 

dTw= -dA<p 

so it is also true that 

dT„ = dr„CK)=d\T'(\). (3.5) 

In the treatments used in our recent studies, f is measured 
from the moment of departing the airfoil trailing edge. In that 
case one sees that X = t (the current time) for a fluid element 
just entering the wake, while X = 0 for the element at the 
furthest reaches of the wake downstream (or rolled-up into its 
"core"). X is a continuous monotonic variable along the wake 
(no matter how deformed or rolled-up the wake may be) and 
is a conserved quantity during convection. In effect, X acts 
like a "label" for each fluid element in the wake system. 

A general wake integral of the form 

«(') 
IwV)< yw(s, t)A(s, t)ds 

where, as before, the left-hand side is known for specified 
imposed airfoil motion. In obtaining (2.24) one uses the fact 
that 

Twit) = [ r; (X)d\ (2.25) 

is the instantaneous total circulation in the wake (see also the 
next section). In McCune, Lam, and Scott, Eq. (2.24) is re
ferred to as the "nonlinear Wagner equation" (1990). In the 
time-stepping calculations reported in those works it is used 
to determine the additional vorticity entering the wake at each 
instant. The remaining wake-integrals contributing to the lift, 
moment, etc., are then evaluated and catalogued as the run 
proceeds, thus providing a rapid and convenient calculation 
of the complete nonlinear airfoil response. 

3 Nonlinear Wake Convection. Since the flow is potential 
on either side of the wake, the wake can be characterized at 
any point along it by the jump in potential, A<p(s, t). Using 
the Bernoulli equation and requiring that there be no static 
pressure difference across the free wake leads to the restriction 

dAip 
+ <v}''7A<p = 0 (3.1) 

where <»>> is the mean flow velocity vector at the wake, 
l/2(x+ + v~). 

can then be written 

/„(*)= T'(\)A(\,t)d\ (3.6) 

thus providing the nonlinear equivalent of Eq. (1.21). Note in 
particular that 

§=r" „*<,,,,+ JV 
< 

dk (3.7) 
fixed X 

since r^(0) = 0. In fact, one sees that the time derivative at 
"fixed X" is the same as a time derivative as seen by a given 
fluid element, i.e., it is identical with the usual convective 
derivative of fluid mechanics. Further details of this approach 
to nonlinear wake convection properties are available in the 
references previously cited, and in Scott (1987). 

Figures 3 and 4 show a few samples of "snapshots" of 
computer-generated wakes. For example, Fig. 3 is a view taken 
at a fixed time, t, after 20 chord lengths of motion of the wake 
behind an airfoil oscillating in plunge at moderate amplitude 
and at a reduced frequency mc/lU^ = .9. Figure 4 depicts the 
wake rolling up behind an airfoil following one of the "com
pleted" maneuvers discussed in McCune et al. (1990). The 
numerical resolution of the roll-up regions in the two examples 
can be improved by reducing the time step used, down to a 
limit involving the effective "core size'' of the discrete vortices 
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Fig. 3 Wake behind an airfoil oscillating at moderate amplitude and at 
ucl2U„ = .9 

Fig. 4 Airfoil wake after a full-sinusoid "completed maneuver." Con
figuration 20 chord lengths after maneuver inception. 

as used in various numerical wake models available in the 
literature (Mook et al.; Pullin and Jacobs, 1986; Stremel, 1984; 
Katz and Weihs, 1978; Levin and Katz, 1981; Hoeijmakers, 
1985). In-our initial efforts, such as in Scott (1987), we also 
used such recommended techniques as "vortex splitting", with 
essentially the same success and the same limitations as de
scribed in the literature (Mook et al.; Pullin and Jacobs, 1986; 
Stremel, 1984; Katz and Weihs, 1978; Levin and Katz, 1981). 

4 Airfoil Response at Large Amplitude—Examples. In 
McCune, et al., a number of examples of the application of 
our nonlinear analysis of the response of an airfoil to rapid 
and large-amplitude imposed motions were given (1990). For 
that work the decision was made to improve the effectiveness 
of the codes relative to Scott (1987), by basing them on the 
wake-integral formulations described previously. This turned 
out to be an essential step forward in obtaining more accurately 
the extensive information we had hoped for on nonlinear airfoil 
responses. Our first implementation of this approach contin
ued to use the numerical model of the wake based on discrete 
vortices, together with the core-size and other "adjustments" 
referred to above. This code was called NLWAKE and was 
used to obtain all the results reported in McCune et al. (1990). 
For NLWAKE, once the "wake integral" approach was im
plemented, we were able to make quite successful comparisons 
with classical theory and, more importantly, show systematic 
improvements in those comparisons as numerical resolution 
was improved. 

However, in a parallel work generalizing our study to the 
response of Joukowski airfoils, Lam developed a code, now 
called NLWJOU, which corresponds essentially to NLWAKE 
except for two new features. The first of these, as the name 
suggests, was the inclusion of thickness and camber for the 
host (Joukowski) airfoil. The second was the development of 
an (optional) explicit panel method which could be used in the 
airfoil wake as a replacement for the discrete vortices previa 
ously tried (Lam, 1989). This panel description is somewhat 
analogous to that used in Hoeijmakers except for the unique 
feature that we are able to determine the panel vorticity ex
plicitly through the use of the nonlinear Wagner Equation 
(2.24), Lam (1989), rather than the implicit method employed 
by Hoeijmakers (1985). Lam's NLWJOU results, however, 
became available too late to be included in McCune et al. 
(1990); thus, we are reporting them here for the first time. As 
we show below, the corresponding agreement with classical 
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X (Chord Lengths) 

Fig. 5 Resulting airfoil wake configuration following a "completed step 
maneuver" of A« = ±10 deg. The step in angle-of-attack occurs at t = 
5, the "un-step" at t = 37 (i.e., after 8 chord length travel). The wake 
configuration shown is a "snapshot" after 20 chord length of travel. 

theory (where such agreement should be expected) is quite 
satisfying and considerably better than we were able to achieve 
previously. 

In the following, a few examples of our nonlinear results 
are given so as to provide comparison with linearized theory. 

Step Maneuvers 
Figures 5 and 6(a, b) illustrate nonlinear airfoil behavior 

during and after a severe "completed maneuver". This ma
neuver corresponds to a sudden change in angle of attack 
followed by a return (an "up-step") to the initial incidence 
condition a short time later. Figure 5 shows the resulting wake 
as it appears 20 chord lengths after completion of the maneu
ver. For this example the jump in angle of attack, and the 
jump back, were ten (10) degrees. 

Figures 6(a) and 6(b) show the airfoil response in terms of 
the time histories of lift and moment. The initial response is 
essentially the same as that due to an isolated step. In fact, 
the development of total lift proceeds initially almost exactly 
as in the linear theory, Wagner (1925), von Karman (1938), 
McCune et al. (1990) with Wagner's "lift deficiency function" 
dominating the response, by far. In the figure, one can see the 
explicit nonlinear term L of Eq. (2.21). One can see that it is 
short-lived both at the beginning of the maneuver and later 
on when it is re-excited by the "un-step." Thus, despite the 
severe distortions of the wake, the airfoil response is predom
inantly classical, except for the short transients shown. 

After completion of the maneuver one sees that a substantial 
residual total lift, due to the remaining net upwash from the 
wake, is present. This decays away only slowly as the wake 
vorticity is swept downstream. During this decay there are 
measurable nonlinear effects on the equivalent wake-induced 
term (or nonlinear lift-deficiency function) which tend to delay 
somewhat the time after which the transient effect of the ma
neuver is no longer felt. However, these effects do not appear 
to be large, and in no case dominant. 

The airfoil pitching-moment response, shown in Fig. 6(b) 
illustrates the surprising extent to which the lift-deficiency con
tinues to act almost exactly through the 1/4-chord, even in the 
nonlinear case. Note that in this example this implies quite 
substantial residual pitching moment during the decay phase, 
for some time after the maneuver is completed. 

Oscillating Airfoils 
From the inception of our studies of nonlinear airfoil theory, 

beginning with Scott (1987), we have sought to establish con
clusive "benchmark" comparisons with classical linear theory. 
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Fig. 6(6) Airfoil pitching moment response to the completed step 

The response to a step function, Wagner (1925), was one of 
these hoped-for benchmarks. We have been gratified by the 
results, both in our work shown in Figs. 6 and for the "pure" 
step discussed in McCune et al. (1990). 

A more elusive example, however, has been the numerical 
determination of the phase response of an airfoil to continual 
repeated oscillation in plunge (heaving) or pitch. It was im
portant here to make contact with Karman and Sears' linear 
results (1938), as well as with those of Theodorsen (1935), at 
least at very low oscillation amplitudes, and to compare our 
results for phase shift and amplitude ratio with the classical 
answers of linearized theory. 

However, until we reformulated the expressions for lift and 
moment in the "wake-integral" manner described in Section 
2, we were faced with only limited success numerically. We 
found from the beginning that calculations of phase response 
are especially sensitive to those numerical errors which arise 
when one is trying to evaluate small differences between large 
quantities. Thus, until we decided to reformulate our codes in 
terms of the wake integrals as discussed above, our main nu
merical problems were of this nature, and these difficulties 
showed up primarily during comparisons with Sears and Theo
dorsen. With the wake-integral reformulation, on the other 
hand, the success of the comparisons became much improved. 
As one would hope, the accuracy based on this comparison 
seemed limited primarily (up to a limit) by the fineness of time 
resolution one could afford to use in calculating the actual 
wake evolution. In fact, using our work on NLWJOU, we 
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Fig. 7(a) Phase shift of airfoil lift versus input plunging motion for an 
oscillating airfoil. Comparison of nonlinear results with Karman-Sears 
as a function of reduced frequency and time-step resolution. These 
improved nonlinear results were obtained with the code NLWJOU. 
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Fig. 7(b) Same comparison as in Fig. 7(a), but for lift amplitude ratio 

were able to further improve our numerical wake calculations, 
leading to the much-improved results shown in Fig. 7 (Lam, 
1989). 

Figure 7(a) shows the calculated phase shifts for an airfoil 
oscillating in low-amplitude plunge over a substantial range 
of reduced frequencies, oic/lU^, as compared with the Kar
man-Sears results. Figure 1(b) illustrates the corresponding 
amplitude-ratio comparisons. In addition, Figs. 7(a) and 1(b) 
illustrate the effect on the results of increased amplitude. Quite 
similar results have been found for the pitching moment re
sponse, both in phase comparisons and for relative amplitudes. 
One sees not only that agreement with classical linear theory 
is excellent, but that the effect of larger amplitudes of oscil
lation on both the phase shift and amplitude ratio is surpris
ingly slight, at least for the flat plate comparisons with Sears' 
classical results. Further new results using Lam's NLWJOU, 
showing effects of thickness, camber, etc., as well as the use 
of the explicit panel technique mentioned above, are to be 
reported in a paper currently under preparation. 

5 Results for Slender Wings With Leading Edge Separation. 
At first glance the treatment of the thin low aspect ratio wing 
with leading-edge vortex wakes may appear to be quite dif
ferent from the 2-D unsteady airfoil problem. However, for 
wings of sufficiently low aspect ratio, one can appeal to the 
arguments of quasi-two dimensional Munk-Jones slender wing/ 
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HVH fir" 

Fig. 8 Cross-flow observation plane and coordinate system for slender 
wing aerodynamics 

body theory (Munk, 1924; Jones, 1946) to attempt an anal
ogous approach. Once cast in the Munk-Jones framework, the 
basic aerodynamic problem to be solved for the slender wing 
becomes a close relative of the unsteady airfoil problem, and 
much useful contact can be made with the techniques pioneered 
by Karman and Sears. In fact, effective wake integral formulas 
can indeed be developed, making use of analogous wake-con
vection ideas, Kelvin impulse, and classical vortex methods, 
to produce an efficient aerodynamic theory of slender wings 
with leading-edge separation, Tavares (1990). In this section, 
we describe some of these results in the context of the Karman/ 
Sears legacy. 

Figure 8 shows the configuration resulting from the passing 
of a slender wing through an inertial {x, y, z) coordinate system. 
The orientation of the cross flow plane is chosen such that it 
is perpendicular to the surface of the wing. We include a cross 
flow in the direction of strength £/„ sin a from the left such 
that it "stops" the apparent plunge of the wing trace in the 
cross flow plane as associated with steady flight of an uncam-
bered wing at angle of attack a. This fixes the wing in the 
plane x = 0, while the wing advances tangent to itself in the 
— z direction at a rate £/„, cos a. Viewed in the cross-flow 
plane, the passing of the wing is then seen as a wing trace of 
span-wise extent b{t) which lies along the /-axis and which 
grows in time, while the intersection of the leading-edge vortex 
sheets and the cross-flow plane form two wake traces. The 
symbol / is used here in describing the time evolution of events 
in the cross plane history, and denotes the time since the apex 
of the wing pierced the cross flow observation plane. The 
addition of unsteady maneuver of the wing to this description 
requires accounting for two components of translation of the 
wing trace and one component of rotation within each cross-
flow plane (McCune and Tavares, 1988; Tavares, 1990; Ta
vares and McCune, 1993). 

Within this formulation, the mathematical treatment of the 
two wake traces is analogous to that of the single airfoil wake 
treated in previous sections. Once an element of circulation 
has been shed, it is convected in accordance with the inviscid 
Helmholtz relation (equivalent to Eq. (3.1)). This allows each 
element of the port and starboard wake traces to be tagged 
with the "delayed time" variable X, with X varying from 0 at 
the far reaches of the wakes to t at the edges of the wing trace, 
as discussed in Section 3. The incremental circulation associ
ated with an element of the port or starboard wake trace, dYF, 
and dTs, respectively, can be written as 

d\ Jk 

Determining the strength of the vorticity on the wing trace 
is done in the same spirit as for the airfoil. The vorticity 
distribution on the wing trace is determined in two parts, de
noted YO and 71. The first part, 70, is taken to be the noncir-
culatory distribution of vorticity which would satisfy the 
condition of no flow through the wing trace in the absence of 
a leading-edge wake. For the steady-flight case at fixed a, the 
distribution 70 is given by 

Yo(y): -2U„ sin a y (5.1) 

~i~y 

As in the airfoil problem on the other hand, 71 represents the 
additional vorticity needed to cancel the extra normal com
ponent of velocity which arises from wake induction. 

If we impose the constraints of smooth flow at each leading 
edge (i.e., a "Kutta condition" at each edge of the wing trace) 
and combine these with Kelvin's theorem (which requires that 
the net circulation about the wing/wake trace system be zero), 
we obtain a.pair of constraint equations which must be satisfied 
at all times in the evolution of the wake traces in order to 
maintain the required smooth edge flow. For the general cross-
flow case, with arbitrary symmetry, this pair of equations plays 
a role analogous to the classical Wagner integral equation of 
2-D airfoil theory as discussed previously (Eqs. (1.11), line
arized, and (2.24), nonlinear). 

In cases where no roll or sideslip is present, so that the wakes 
can be taken to be symmetric about the normal axis, Kelvin's 
theorem, with that symmetry, requires TP(X) = - r s (X) . Such 
an arrangement of the wake traces then satisfies one of the 
constraint equations identically, and only one equation re
mains. For this symmetrical case, and if the wing is also in 
steady flight, we find that the remaining constraint equation 
is given by: 

-2C/,„ sin 
1 (' 

a = -
7T J„ 

dV 
d\ 

Re 

(Zf)2 + -

d\ 

7T J 0 

'dTs 

d\ 
Re / 

, , b2 
dX (5.2) 

Here Zp and Z„ are the complex locations of the vortex ele
ments of the port and the starboard wake traces, respectively^ 
As in the airfoil case they are functions of the shifted time X 
at time t in the cross-plane history. This equation is analogous 
with the Wagner equation (2.24). In this case it determines the 
vorticity distribution in the wake trace(s), since Tp = - r s . 
The general case of arbitrary motion and large amplitude ma
neuver has been discussed by Tavares (1990) and McCune and 
Tavares (1988). An example involving asymmetric motion is 
also included in our discussions, below. 

The force and moment exerted on the wing trace can now 
be determined by calculating the time rate of change of the 

, Kelvin Impulse of the paired vortex system which makes up 
the wing and wake traces, just as in the work of Karman and 
Sears for their case. Thus, for the above example of a planar 
wing in steady flight at constant angle of attack a, the force 
on the wing trace at time t is given by: 

^Normal ( 0 — ,, 
bL 

Journal of Fluids Engineering DECEMBER 1993, Vol. 115 / 557 

Downloaded 02 Jun 2010 to 171.66.16.106. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



0.30 

0.25 

o0.20 
c 
S 
5)0.15 

go.io 

0.05 

°% 

1.00 

Chordwise Growth of Wake Strength C, vs. a 

<\ - 7fi° 

1/3 
rA = 76' 

1.00 
a (cleg.) 

Chordwise Distribution of Normal Force 

No-Wake Component 
• Net Force w/Wakes 

Fig. 10 Comparison for the same "clipped delta" of Fig. 9 of experi
mental results with predictions of slender wing theory, both without 
wake (classical) and with wake (present theory), for total lift (CL) ver
sus a 

0.50 „ 0.75 
z/c 

1.00 

Fig. 9 Aerodynamic performance (loading distribution) of a clipped 
delta wing at constant angle-of-attack, a = 15 deg, and comparison with 
no-wake result 

Roll Moment vs. Sideslip Angle, a - 20 deg. 

J0 d\ 

d_ ( ?' dTs 

dt P 1 d\ 

.Si 

Re 

hzw+j 

/J(Zf)24 

d\ 

b2' 

4 

} 
d\l (5.3) 
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The first term in this equation, which is the force due to the 
change in the component of impulse associated with the vor-
ticity distribution 70, is immediately recognizable as the time 
rate of change of apparent mass of a flat plate of span "b" 
(Jones, 1946). This is, of course, exactly the term which appears 
in Jones' theory for wings with no leading-edge separation. 
When integrated over the corresponding wing platform this 
term, by itself, yields the classical slender-wing expression for 
the lift coefficient, CL = (ir/2)ARa, in the limit of small angle 
of attack. On the other hand, the second and third terms in 
Eq. (5.3) express, in wake integral form, the force component 
arising from the wakes caused by leading edge separation. 
Together, they account for all time changes in that part of 
Kelvin impulse which is associated with the presence of the 
wakes. These changes naturally include the convection of the 
vortex elements in the wakes and at the wing edges, and also 
any changes in the wake-related component of vorticity on the 
wing trace, 71. 

As an example of a practical calculation carried out using 
this slender wing approach we consider a clipped delta wing 
of aspect ratio 1/3 in steady flight at 15 deg angle of attack. 
This planform is sketched in the upper portion of Fig. 9. In 
the corresponding unsteady cross-flow problem, the wing trace 
grows at a constant rate from a point at time t = 0, until such 
time as the wing has penetrated the cross-flow observation 
plane a distance equal to one-half of its root chord. At this 
time the "kink" or "clip" in the platform reaches the cross 
plane, and the span of the trace remains constant thereafter. 

The plots in Fig. 9 show the chord-wise growth of wake 
strength (circulation) and chord-wise distribution of normal 
force for this case, as obtained from computations in the cross-
flow plane. (The variablez'/con the plots denotes the chord-

No-Wake Component 

Calculation w/Wakes 

Levin & Kan (Exp.) 

2.6 6.0 7.6 10.0 12.6 16.0 

ii (deg.) 
Fig. 11 Aerodynamic response of slender delta wing in side slip at 
angle of attack. Wake patterns and roll moments (predicted and exper
imental) are shown. 

wise distance from the apex, normalized to the root chord.) 
Consistent with Jones' slender wing theory, that part of the 
lift associated with the growth of the wing trace itself (without 
the effect of leading-edge vortices) grows linearly until the kink 
in the planform is reached, and then drops abruptly to zero. 
On the other hand, the actual net force on the wing, with the 
effect of wakes included, does not drop to zero aft of this 
point. This is a result of the fact that the wakes must continue 
to evolve, and that they continue to grow in strength over the 
rear portion of the wing. 

An example of the relative success of this slender wing 
method, based on comparison with experiment, is provided 
by Fig. 10. This plot compares our calculated lift curve for 
the above clipped delta of aspect ratio 1/3, to the corresponding 
wind tunnel measurements of Tosti (1947). The dotted line in 
the figure represents the calculated component of lift which 
would come about without the leading-edge wakes, Jones 
(1946). The complete results given in the figure clearly show 
that, at moderate-to-high angles of attack, the wake-related 
component of lift dominates for wings of this type. We have 
found this to be the case for a broad range of slender wing 
planforms (Tavares, 1990; Tavares and McCune, 1993). 

The method also allows treatment of wings in asymmetric 
maneuver, as illustrated in Fig. 11. (For these calculations Eqs. 
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(5.2) and (5.3) no longer apply; they are replaced by the ap
propriate forms which account for non-symmetric wakes 
(Tavares, 1990; Tavares and McCune, 1993).) The top part of 
that figure shows the calculated wake patterns of a delta-wing 
with 80 deg leading-edge sweep, flying at 20 deg angle of attack 
and with 10 deg of sideslip. The plot in the lower part of the 
figure compares calculated roll moments for this wing at 20 
deg angle of attack with those of the wind tunnel measurements 
of Levin and Katz over a range of sideslip angles (1984). The 
dotted line illustrates the component of roll moment which 
would occur in the absence of leading-edge wakes. (This is the 
roll moment one would calculate using the slender wing tech
nique of Ribner (1947).) The full figure shows the results when 
the leading-edge wakes are present. One of the striking results 
to be noticed in this example is the remarkable adjustment of 
the wakes during sideslip, leading to the result that although 
the leading-edge vortices contribute a large fraction of the lift 
at this angle of attack (56 percent of the total lift at zero 
sideslip), they contribute only minimally to the rolling moment. 
As also seen in the figure, the comparison of our computed 
rolling moment with the experimental results is excellent for 
the entire range of sideslip angles explored. 

The theory described here for the aerodynamics of the slen
der wing with its wakes also applies to the situation of (severe) 
dynamic maneuver. For example, the case of a wing undergoing 
impulsively started plunging motion, starting from a given 
steady flight condition, can be treated and has been discussed 
in previous works (see Tavares, 1990; Tavares and McCune, 
1993). 

For our present purposes, however, we close with a case not 
previously published which has applications to the phenom
enon of "wing rock." This is a matter of particular interest 
in current studies of the unsteady aerodynamics of low aspect-
ratio wings. Wind tunnel experiments, such as those reported 
by Shanks, for example, have shown that a significant loss of 
roll damping can occur during imposed rolling motion (1963). 
Examples of wind tunnel investigations of wing rock using 
free-to-roll delta wing models have been reported by Levin 
and Katz (1984), and Jun and Nelson (1988). 

The example we consider here is that of a delta-wing, of 80 
deg leading-edge sweep and at 30 deg angle of attack, which 
undergoes an imposed sinusoidal oscillation in roll of 30 deg 
amplitude. The reduced frequency, (j>bQ/2U„, is 0.09 where w 
denotes the angular frequency of motion. 

Figure 12 shows plots of the calculated centroids of the port 
and starboard wake traces at the 50 and 100 percent root chord 
locations at selected roll angles during a cycle of the motion. 
The centroid locations are plotted in coordinates fixed in the 
moving wing trace, and are normalized to the local semi-span 
at the specified chordwise location. The roll angle 4> is defined 
positive for the starboard wing down, in keeping with the 
conventions used in aircraft dynamics. For comparison, the 
corresponding wake centroid locations which would occur for 
steady flight at fixed roll angles, covering a range of </> from 
- 30 deg to + 30 deg, are shown by the dotted lines. Here, the 
symbol X indicates the static centroid locations at zero roll 
angle, for reference. 

The static centroid locations reflect the expected conical self-
similarity properties of the flow about delta-wings in steady 
flight when treated in the slender-wing limit. However, when 
the effects of the dynamic motion are added, this conical sim-' 
ilarity property no longer applies. This departure from conicity 
in the case of dynamic maneuver is clearly seen in the figure. 
This appears in our calculations in terms of larger relative 
excursions of the centroids in the direction normal to the wing 
at the 100 percent root chord location. 

It is important to note further that the direction of the 
"orbits" of the wake centroids about the static location at 
zero roll angle are the same as those seen for the vortex cores 
in the experiments of Jun and Nelson, for a similar delta 
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planform undergoing wing rock at the same reduced frequency 
(1988). 

These results, as shown in Fig. 12, suggest that the present 
theory, based on the model of a "slender wing plus its wakes," 
predicts the observed wing rock at least qualitatively; thus, we 
should be able to expect the results also to exhibit most, if not 
all, of the aerodynamic features observed. At this writing, we 
have not yet carried out in our codes the explicit slender wing/ 
wake calculations of the roll moments for such examples. Even 
so, we believe such a study can provide further useful insight 
into the wing rock phenomenon, and provide thereby a further 
illustration of the influence of the Karman-Sears "legacy." 
We are encouraged in this expectation by the fact that Arena 
and Nelson have recently shown that an even simpler model 
of the wing wakes can lead to an approximate prediction of 
wing rock as observed for slender wings (1992). 

Conclusions 
In this paper we have attempted to share a few memories 

and also some of the lessons learned as part of being a friend, 
colleague and student of Bill Sears and the tradition he began. 
It has seemed natural to put these in the context of Bill's 
relationship with his own teacher, von Karman. At Cornell 
some of us had the privilege of meeting Karman personally 
during his several visits there; he was always charming and 
kind to all of us. It's not by accident that everyone loves to 
tell stories about Karman. 

More than that, the two of them, Karman and Sears, whether 
together or apart, always engendered an aura of excellence. 
The resulting atmosphere has created expectations which (look
ing back) now seem worthy of Prandtl's school, and those 
who were to follow. The Karman and Sears paper that we have 
featured in this article, and the later works based upon it, are 
of course only a small part of the rich heritage the two have 
given us. But the spirit of their paper, in which a fresh look 
at a difficult problem was taken, and new and definitive in
sights were gained by applying fundamental and universally 
recognized principles, symbolizes the Karman/Sears legacy, 
and can be an invaluable inspiration to all who aspire them
selves to the enrichment of engineering and scientific knowl
edge. 
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Perspective—Aerodynamic Control 
of Combustion1 

To do useful work, the exothermic process of combustion should be carried out in 
an enclosure, as is typically the case with i.e. engines—the subject of this paper's 
particular concern. To meet the requirements of high efficiency and low pollutant 
production, this process should be executed at a relatively low temperature—a 
condition attainable by the use of lean air-fuel mixtures. For this purpose it has to 
be distributed in space upon multipoint initiation and kept away from the walls to 
minimize their detrimental effects. In principle, all this can be accomplished by a 
system referred to as fireball combustion that takes advantage of entrainment and 
spiral mixing associated with large scale vortex structures of jet plumes. As dem
onstrated in this paper, the success in such an endeavor depends crucially upon the 
utilization of the essential elements of classical aerodynamics: the properly distrib
uted sources, expressed in terms of velocity divergences prescribed by the thermo
dynamic process of combustion and of the vorticity field generated by shear between 
the jets and the fluid into which they are injected. 

Prologue 
What aerodynamicist would not be lured by the prospect of 

employing his craft to control an inferno? Who but who, if 
it is not Bill Sears himself—a man who contributed so emi
nently to aerodynamics (vid. e.g., Sears, 1938, 1941, 1948, 
1954, 1956)—that should be particularly appreciative of this 
viewpoint. Presented here is a prescription how this could be 
accomplished. 

Combustion is the oldest technology of mankind. This is 
perhaps the main reason why it is so much taken for granted; 
so much so, in fact, that today it finds itself at a much lower 
level than the significantly younger technology of aeronautics. 
What is the rationale for this paradoxical state of affairs? 

Right from the outset, in the pursuit of aeronautics, Wright 
brothers and their contemporaries realized that success in the 
execution and control of an aircraft must be based on a solid 
background of wind tunnel data and aerodynamics associated 
primarily with the lift and drag of an airfoil. 

In contrast to this, if one examines critically the current state 
of combustion, one is bound to conclude that, as unbelievably, 
as it seems, the whole of its industry, occupying today by far 
the largest economic sector of life on our planet, is based largely 
on prejudice born out of the belief that, once the fuel is ignited, 
the rest is in the hands of God (!). Amazingly little attention 
has been paid so far to proper execution of the exothermic' 
process of combustion, let alone its control. An aerodyna-

To Bill Sears—the superb perpetuator of the beauty of aeronautics in the 
true spirit of its classical founders Clark B. Millikan, his first master, and 
Theodore von Karman, his teacher and later, his most famous student—with 
best wishes for many happy returns. 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
April 16,1993; revised manuscript received September 14,1993. Associate Tech
nical Editor: D. P. Telionis. 

micist, as we are sure Bill will concur, could not overlook the 
importance of catering primarily to these two essential func
tions of the system. It is this topic then that forms the major 
subject of this paper. 

Engines 
Let us take a concrete example: the internal combustion 

engine. Here the consequences of constraints imposed by the 
walls of the enclosure, its essential ingredients, are immediately 
recognized as the factors of prime concern. The cylinder-piston 
enclosure is de facto a site of a manufacturing process where 
the raw stock is fuel and the product, fabricated by combus
tion, is force providing the torque for the power train. 

Before proceeding any further, there are two questions one 
should answer: why bother and what can be done about it? 

As to why, the reasons are, indeed, most compelling: pro
tection of the environment whose decaying nature is the great
est foe faced by mankind today. In our age of hydrocarbon 
energy, the goal of advancing the technology of combustion 
is, indeed, imperative (Oppenheim, 1992a). 

The response to the question how has been, in fact, implied 
by the title and in the introduction: disregard the prejudices 
escalated over the millennia of familiarity with fire, and set 
out to foster the technology of controlled combustion. 

It is of interest to observe in this connection that, in contrast 
to the ancient roots of combustion technology, the concept of 
control, in a vein similar to controlled flight, is actually brand 
new—the technology of the future. According to the postulate 
put forth here, its development should follow in the footsteps 
of aeronautics. 

The equivalent of wind tunnel is an engine combustion sim
ulator—a device which, in its most elementary form, is a cyl-
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inder of constant volume fitted with transparent plates at both 
ends for an unobstructed optical insight in the axial direction 
by the use of Schlieren, interferometer, or laser-induced scat
tering or fluorescence techniques that are nowadays so readily 
available. Its raison d'Stre is based on the recognition that, in 
order to produce work, the exothermic process of combustion 
must take place per force in an enclosure, where the relatively 
small change in volume associated with piston motion exerts, 
in the course of this process, minor influence upon its progress, 
whereas in the analysis, as shown here, it can be taken into 
account without any difficulty. 

This should be supported by computational fluid mechanics 
which, unlike the conventional approach in this field, should 
be carried out in a rational sequence of elementary steps, rather 
than in the form of an all-inclusive, numerical program that 
can be performed only by the use of a supercomputer, as is 
in vogue today. Technical aspects of this method of attack are 
described here. 

Fireball 
The major goal of engineering is optimization attained by 

minimizing losses. In an engine cylinder, if proper care is 
provided for the combustion process to be carried out to com
pletion, the only source of losses is due to contact of the 
reacting medium with the walls. 

A way to reduce these losses significantly is to execute the 
exothermic process of combustion in form of a fireball created 
in the midst of the combustion chamber to keep the reacting 
medium protected from the detrimental effects due to contact 
with the walls, while maintaining it at as low a temperature 
as possible—a condition achievable by the use of relatively 
lean air/fuel mixtures. This can be realized by exploiting the 
large scale vortex structures of turbulent plumes created by 
pulsed jets. An engine embodying this principle is the epitome 

of the so-called Direct Injection Stratified Charge (DISC) com
bustion system. 

A forerunner of such engines was developed in the Soviet 
Union over a period of forty years of research studies directed 
by Nicholai Nicholaievich Semenov, the Director of the USSR 
Academy of Sciences Institute of Chemical Physics in Moscow, 
and the Laureate of the Nobel Prize received for founding the 
chemical chain reaction theory (Semenov 1944, 1958/59). Its 
engineering implementation became known as the LAG (Lav-
inaia Activatsia Gorenia, i.e., Avalanche Activated Combus
tion—a favorite expression of Semenov to describe the 
escalating effects of chain branching) engine (Gussak, 1976, 
1978, 1983; Gussak, et al., 1976; Gussak and Turkish, 1977; 
Gussak, et al., 1979; Sokolik and Karpov, 1960), introduced 
into automobile market as a power plant for Volga cars in 
1981. Technologically, it was an awkward system. A four-
stroke, three-valve, divided chamber, stratified charge engine, 
resembling in construction the Honda CVCC, that was capable 
of operating without knock using an extremely low octane 
number gasoline, highly diluted with 100 percent excess air (!). 
Its specific weight in kg/kWhr was consequently prohibitively 
high. 

Conceptually, in a significantly refined version of LAG, 
fireball combustion is achievable by a PC J (Pulsed Combustion 
Jet) system (formerly referred to as PJC; vid. Oppenheim, 
1988, 1991, 1992b, 1992c, 1992d; Oppenheim, et al., 1989; 
Maxson and Oppenheim, 1991; Maxson, et al., 1991; Hensin-
ger, et al., 1992). Upon creating a lean fuel-air mixture within 
the cloud of a turbulent plume generated by direct injection 
using pulsed air blast atomizers, for best performance this 
system should be operated in a two-step mode: injection and 
combustion. In this case two opposed generators are used, 
each the size of a 14 mm spark plug, incorporating a 0.5 cm3 

cavity fitted with a conventional ignition gap and fed with rich 
air-fuel mixture of up to 100 percent excess fuel via a solenoid 
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Fig. 1 Schlieren records of jet plumes produced by triple orifice op·
posed PJC generators. Propane·air mixture at 0.6 equivalence ratio, ini·
tially at a pressure 01 5 bar and a temperature of 60°C, contained in a
cylinder 8.26 cm in diameter and 5 cm wide between transparent end
plates; jels generated by the use 01 0.5 cm3 cavities embodies in 14 mm
plugs, fed wilh 1.5 equivalence ratio propane·air mixtures and 19n1led
by conventional spark discharge close to Ihe orifice cup. Orifice diam·
eters: 1.44 mm; Duration of injection: 10 ms (a) 2.5 ms; (b) 5 ms; (e) 10
ms; (d) 15 ms after ignllion

valve. In the two-step process, a turbulent plume of rich mix
ture is first formed and then, after a short delay to assure
satisfactory entrainment, it is ignited by a secondary jet gen
erated by spark-initiated combustion of the mixture residing
in the plug's cavity.

The operating characteristics of pulsed jet combustion are
illustrated by a sequence of Schlieren photographs in Fig. 1,
while the mechanism of a turbulent jet plume is revealed in
Fig. 2-a solution of the Navier-Stokes equations obtained by
the random vortex method of Chorin (Chorin, 1973, 1978,
1989; Ghoniem, et al., 1982; Oppenheim, 1985; Ghoniem, et
al., 1986). Clearly evident here are the paths of entrainment
and the spiral mixing taking place in the large scale vortex
structures. As it appears there, the jet plume is clearly an
aerodynamic body exhibiting the essential features of classical
fluid mechanics. In particular, it is of interest to note that
when the plume is in the course of combustion, the unburnt
hydrocarbons that may have accumulated near the walls ahead
of the reacting plume are entrained into it by the sweeping
action due to the baroclinic vorticity component (vid. Rotman
et al., 1988). The elimination of this pollutant is thus signif
icantly aided by an aerodynamic effect.

Analysis
As conceptually self-evident, in order to treat a combustion

process, the aerodynamic considerations must be based upon
a profound thermodynamic and thermochemical background.
A rational analysis should thus be carried out in three con
secutive steps: (A) Thermodynamics, (B) Thermochemistry,
and (C) Aerodynamics. The first two are specified in terms of
ordinary differential equations, reflecting in essence the fact
that the reacting molecules, whose internal energy and chemical
transformations are thereby treated, are not aware of the mac
roscopic properties of the flow field where the reaction takes
place. In order to maintain the O.D.E. nature in the formu
lation of the problem, the effects of diffusion are expressed
by fluxes specified in terms of a driving potential, such as the
temperature difference, divided by a relaxation time, a constant
adopted for this purpose as an adjustable parameter. The com
putations are, therefore, admittedly only good for an engi
neering estimate, as most, if not all, modeling analyses are in

Journal of Fluids Engineering

Fig.2 Formation and structure of a turbulent jet plume. Velocity vector
field in consecutive stages of its development determined by numerical
solution of the Navier·Stokes equations evaluated by Ihe random vortex
method (Ghoniem, et al., 1982). Noted here, especially, should be the
large scale vortex structures and the paths of entrainment they induce
at their peripheries.

fact. As usually in such an endeavor, the accuracy of the
estimate depends on the skill and experience of the analyst
(Oppenheim, 1985; Oppenheim and Maxson, 1993; Gavillet,
et al., 1993).

The third step, dealing with fluid mechanics, is expressed,
of course, in terms of the partial differential Navier-Stokes
equations of motion, and the global continuity equation. The
latter provides information about the scalars of velocity di
vergence. While the dependence on time of these source terms
is specified by the thermodynamic solution, their spatial lo
cation is prescribed by the inner product of the velocity vector
and the density gradient. If the two are coincident at the in
terface between the burnt and unburnt medium, one has the
case of classical deflagration. If they are normal to each other,
one gets a non-reacting contact discontinuity with zero con
tribution to the velocity divergence. Whereas the initial state
of combustion products is then specified by the thermodynamic
conditions of birth, the initial location in space of velocity
divergences that are thereby generated has to be prescribed by
the analyst. Its most obvious and interesting place is, of course,
in the middle of the large scale vortex structures as brought
out in Fig. 2 (Oppenheim, 1986).

The fundamental background of this analytical procedure
is as follows.

A. Thermodynamics. The thermodynamic analysis is
based on the recognition of the fact that the reactants in an
engine cylinder are essentially not at equilibrium, whereas the
opposite holds true effectively for the end state of products
of the exothermic reaction they undergo. It is incumbent, there
fore, on the analyst to specify first this eventual goal. As an
example, a locus of states of thermodynamic equilibrium, P,
for a propane-air mixture initially at a pressure of 5 bar and
a temperature of 65°C, is presented on the plane of internal
energy, u, and the product of pressure and specific volume,
W, in Fig. 3. Upon the advice of my French peers, such graph
is referred to as the Le Chatelier Diagram, whereas the multi-

DECEMBER 1993, Vol. 115/563

Downloaded 02 Jun 2010 to 171.66.16.106. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



I + 

w (kJ/g) 

Fig. 3 The Le Chatelier diagram. A particular case of stoichiometric 
propane-air mixture at initial pressure of 5 bars and temperature of 65°C 

dimensional phase space of all the thermochemical parameters 
as its coordinates should be called a Le Chatelier space. 

Shown on the diagram also is the locus of states of the 
reactants, R. At any instant of time the pressure of the products 
is equal to that of the reactants. From the conservation equa
tions for mass, volume and energy, it follows that constant 
pressure lines, connecting the corresponding points on R and 
P, are straight, as delineated by the thin lines on Fig. 3. In an 
adiabatic enclosure of constant volume, the first bit of reac
tants is transformed into products at constant enthalpy and 
pressure, while their last particle is consumed at constant in
ternal energy and volume. The exothermic process is initiated 
thus at point i on R, leading to hp on P, and is terminated at 
p o i n t / o n R, corresponding to uv on P. 

The two loci of states, between i and / , as well as between 
hp and uv, are remarkably straight—a property which occurs 
at all practical circumstances. In this case, the mass fraction 
of products at thermodynamic equilibrium (referred to shortly 
as mass fraction) can be evaluated from the three conservation 
equations to yield:2 

u + K + Pa + k(Pr1~Pa)-l 
"* = P + k{pm-P)-i W 

where « = Wk/Ej = \/cR\ Pdi\, while 

K^Qv/E^Kjil-il-ppf] (2) 

according to the results of heat transfer measurements reported 
in a companion paper (Maxson et al., 1994). 

On this basis, the normalized specific volume of products 
at equilibrium 

XP = Vp/v, = [TJ - (1 - HP)XRVHP (3) 

whereas 

XRm,s/pl=wR/P=Pa-1 (4) 

The initial state is an essential singularity, as at ixP = 0, r/; 
= Pi = XR = 1 so that, according to Eq. (3), XP = 0/0. By 
L'Hospital's rule, however, Eq. (3) yields 

l/7ic+(dr,/dP)i 
X f t = l + : (5) (dpp/dP), 

while from Eq. (1) 

M x P \ (k+ UcR) (dr,/dP)i + a(l-k)+k 

\dPj. k(Pm-1)-PK/V ( ) 

The final state is pinpointed by the conditions of smooth 
decay, i.e., 

din 7] 

dlnP 

when 

whereas 

d\ip 

~d~P 

- 1 / w , 

= 0 

**/=; 
a\r + 5 + 1 

(7) 

(8) 

(9) 
aXo + 5 + 1 

while from Eq. (1) 

«/= lP/ + k(Pm-PJ) - 1 ] ^ - [P] + k(Pm-PJ) - 1] ~Uf 

(10) 

This provides the basis for the evaluation of time (crank 
angle) resolved profiles of all the mean state parameters of the 
reactants and products. 

B. Thermochemistry. The exothermic reaction proceeds 
as a consequence of a chemical source and a thermal source. 
The first is specified in terms of conventional kinetic rate 
expressions to yield the growth rate of concentration of all the 
chemical species participating in the exothermic reactions as 

C,= («,-<*/)$] fli-<»*JJ CiaikT"i<exp(-Ek/<RT) 

(11) 
The second expresses the rate of temperature rise as 

f=Q + P+S (12) 

where Q = - l/cP(^Cfi\, while cP = ^ ] C,cPi(T) and 

P = (v/cP)(dp/dt). 
In Eq. (12) the last term models the effects of diffusion. In 

order to maintain its ODE character this is accomplished by 
introducing a thermal relaxation time, A„ an adjustable con
stant. Thus 

S = ( 7 > - 7 V A , (13) 

C. Aerodynamics. In accordance with the thermody
namic analysis, the flow field is considered to consist of two 
components: the reactants and the products. The interface zone 
between them is, in general, unconnected, while the fraction 
of reacting medium it embodies is negligible. Thus, with match
ing conditions across the interface, each of the two regimes of 
the field is governed by the Navier-Stokes equation 

( u - V ) u - n V p + Re [Au 
dt 

+ (£AT1 + 3- ; )V(V-u)] (14) 

as well as by the corresponding vortex transport equation 

dt' 
( u « V ) £ - Vt>X Vj9 + Re~ 'v£ (15) 

In terms of algebraic symbols defined in the Nomenclature. 

The velocity vector, u, according to the Helmholtz decom
position theorem, consists of the rotational component, u5, 
and the irrotational component, uc 

u = uj + ue (16) 

where, by definition, V x u{ = J, V • u{ = 0, V x ue = 
0, while, by virtue of the continuity equation, 

V-ue = — l n x + (u .V) lnx (17) 
at 

In the case of zero Mach number, a condition of the most 
significant model of turbulent combustion in an engine cyl-
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V/liters 
Fig. 4 Indicator diagrams. H—throttled homogeneous charge; S—wide 
open throttle direct injection stratified charge. 

inder, V lnx = 0 for both the reactants, R, and products, P, 
whereas at the interface 

V In x => ln(xp/x*)o(x - x,)n (18) 
Here 5 is the Dirac delta function, x is the position vector, 
subscript / referring to the interface, n is the unit vector normal 
to the interface, whereas the values of XP^XR

 a r e prescribed 
by the thermodynamic analysis per Eqs. (3) and (4). 

Initial conditions for the flow field undergoing an exoth
ermic process are specified in terms of the location at a given 
time of its initial point or points. In the case of a single point, 
the process spreads out by virtue of Eqs. (17) or (18), in com
pliance with Eqs. (14) and (15), to form eventually a defla
gration front. Multipoint initiation, on the other hand, yields 
a set of distributed exothermic centers, whereby the combus
tion process is spread throughout the flow field. In the case 
of a turbulent jet plume, such as that of Fig. 2, such points 
can be identified by interrogating the numerical output of inert 
flow for conditions where I u I < e, the latter of a sufficiently 
small value of specify an arbitrarily limited number of points. 
Obviously they will be then situated at the cores of the large 
scale vortex structures. 

A numerical solution of these equations, subject to initial 
conditions in a turbulent jet plume presented by Fig. 2 is, as 
yet, to be completed—a feature rendering this paper the nature 
of a report on work in progress, rather than a review of past 
accomplishments. 

Illustration 
Consider for illustration the case of an engine, such as a 

four-stroke Renault F7P-700 we used for the development of 
the modeling analysis described here (Gavillet et al., 1993). 

Its indicator diagram at a representative part-load operation, 
one most often encountered in the European driving test cycle 
when the engine runs at 2000 rpm, is shown in the upper part 
of Fig. 4. The engine was operated in the conventional Throt
tled Homogeneous Combustion (THROTTLED HC) mode. 
In the fireball mode of combustion attainable by the use of 
opposed PJC generators, as displayed in Fig. 1, the engine can 
provide the same net work output expressed in terms of the, 
Indicated Mean Effective Pressure (IMEP) at, as it is known, 
Wide Open Throttle (WOT), Direct Injection Stratified Charge 
(DISC) manner of operation. The question is: what advantages 
can be thereby accrued? 

Toward this aim, a parametric analysis was carried out fol
lowing the method of attack presented here. Shown on the 
lower part of Fig. 4 is the equivalent indicator diagram we 
thus determined for a WOT operation of the engine with the 
same IMEP as that above. For the sake of a parametric study, 
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Table 2 Performance parameters 

Full load 

EXP | SIM 
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1.12 /1.12 

265 
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31.2 
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3.30 

460.3 

103.3 
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1493 

23.9 

6.9 

3.31 
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141.5 

Pari Load 

Throtlled HC 
EXP | SIM 
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1.00/1.00 

324 

357 

6.9 

2.2 

0.66 

87.1 

27.7 

1.00/1.00 

3SS 

368 

6.5 

2.5 

0.16 

26.5 

5.9 

Full 
0.27/0.90 

353 

116 

8.8 

3.10 

0.017 

9.7 

3.4 

WOT DISC 
SIM 
Hair 

0.19/0.70 

275 

46 

4.7 

1.29 

0.007 

5.4 

1.5 

Ad .b . . k 
0.1 / 0 . « 

ISS 

2 

0.4 

0.06 

0.009 

12.0 

1.9 

g/kWh 

• ISFC/100 I ISNOx H ISCO 

Fig. 5 Indicated specific fuel consumption (ISFC), ISNO, and ISCO. 
Four cases specified in Table 1. 

the initiation and termination of the exothermic process of 
combustion are assumed to occur in both cases at the same 
time, while all the other operating parameters remain un
changed. Besides the reference case of throttled homogeneous 
combustion, marked by H, three cases of wide open throttle 
DISC, marked by S, were considered: (1) for the same energy 
loss by heat transfer to the walls, QH, as in the reference case; 
(2) for half as much loss; and (3) for the ultimate case of 
adiabatic combustion. Operating conditions for all of them 
are specified in Table 1 with respect to the overall equivalence 
ratio (the ratio of fuel in the combustible mixture to that of 
its stoichiometric proportion) in the cylinder, 4>0, and that in 
the reacting zone, </>r. In the case of a homogeneous charge, 
it should be noted, </>0 = $r, for a stratified charge <j>0 < 4>r. 

The performance parameters we evaluated are summarized 
in Table 2. A bargraph of the Indicated Specific Fuel Con
sumption (ISFC), NOx (ISNOx), and CO (ISCO) is presented 
on Fig. 5. Provided by Figs. 6, 7, 8, 9, and 10 are, respectively, 
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Fig. 6 Profiles of wall heat transfer and piston work. Four cases spec
ified in Table 1. 

i 340 360 380 

Fig. 9 Profiles of mass fraction of NOx. Four cases specified in Table 

i 340 360 380 400 f 

Fig. 7 Profiles of mass fraction of products at equilibrium. Four cases 
specified in Table 1. 

5000f 

Fig. 10 Profiles of mass fraction of CO. Four cases specified in Table 
1. 

2000, 

1500-

10001 

Fir*. 8 Temperature profiles of products of equilibrium. Four cases 
specified in Table 1. 

the wall heat loss profiles in comparison to net piston work 
delivered in the course of the exothermic process of combus
tion, the corresponding mass fraction of products at equilib
rium that are concomitantly fabricated, their temperature 
profiles, and the mass fractions of, in turn, nitric oxide and 
carbon monoxide yields. 

A perusal over these results should suffice to appreciate how 
much, indeed, can be accomplished by developing engines ca
pable of operating efficiently at relatively low temperatures to 

minimize the production of pollutants—a task that can be 
attained only by aerodynamic action in, first, creating a tur
bulent jet plume of a fuel/air mixture within the cylinder-piston 
enclosure and then initiating the exothermic process of com
bustion so that it is executed before the reacting medium gets 
in touch with the walls—the salient feature of the fireball mode 
of combustion. 

Epilogue 
The paper is, in effect, an expression of a dream: to make 

engines as we make airplanes, i.e., to establish as close a link 
between theory and practice in design and construction of 
internal combustion engines as is traditionally the case in aer
onautics, in full recognition of the fluid mechanical nature of 
the system. The task of tailoring the pressure profile of an 
indicator diagram on the basis of the aerodynamic properties 
of turbulent jet plumes is, after all, not unlike that of shaping 
the lift and drag of an airfoil expressed in terms of a polar 
diagram, by utilizing the best that fluid mechanics can offer. 

Presented here then has been, in effect, a report of as yet 
unfinished work in progress, rather than a refurbished version 
of, as yet unpublished old study I set out initially to produce. 
It is my hope, of course, that the outcome will be thereby more 
exciting and enjoyable. Moreover, I believe that the theme will 
be of particular interest to Bill—a man who demonstrated so 
clearly the essential aspects of making flying machines as at
tested by his classical contribution to the Galcit Aeronautical 
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Series under the editorial guidance of Theodore von Karman 
and Clark B. Millikan (Sears, 1942). 

In retrospect, albeit the subject of this paper is not entirely 
along the lines of Bill's professional involvement, there is a 
peculiar resemblance in the objective of our endeavors: the 
utilization of aerodynamic principles to combat the detrimental 
effects of walls—the essential ingredients of any engineering 
system (vid. Sears et al., 1977; Sears, 1979, 1983; Lee and 
Sears, 1987; Sears and Erickson, 1988). 
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Tilt Rotor Broadband Hover 
Aeroacoustics1 

To improve the acoustic characteristics of tilt rotor aircraft, the dominant noise 
mechanisms must be understood. Toward this goal, a method was developed to 
identify and predict the dominant broadband noise mechanism of a hovering tilt 
rotor. Predictions are presented for a range of azimuthal observer locations and 
polar observer angles and are compared to NASA full scale tilt rotor hover noise 
data. Comparisons between experiment and prediction indicate that the polar and 
azimuthal directionality trends are captured. The predicted sound spectrum levels 
are generally within 5 dB of the experiment. The results of this study indicate that 
the highly turbulent recirculating fountain flow is the dominant broadband noise 
mechanism for a tilt rotor aircraft in hover. 

1 Introduction 
This paper will report on some important progress in un

derstanding and predicting the dominant source of broadband 
noise generated by a hovering tilt rotor aircraft. This mech
anism has been identified as unsteady lift on the rotor blades 
generated by the reingestion of the highly turbulent recircu
lating fountain flow.2 Experiments were conducted on a twelfth 
scale model tilt rotor in hover mode in order to characterize 
the unsteadiness, turbulence intensity, integral scale, and spa
tial extent of the fountain flow. The results of our experimental 
study (Coffen et al., 1991) are used as input to a modified 
version of Amiet's noise prediction code (Amiet, 1989). Several 
analytical techniques are available for predicting the broad
band noise due to rotor interaction with a turbulent inflow 
field: Homicz and George (1974), George and Kim (1977), and 
Amiet (1976). Amiet's method is used as a starting point be
cause it is the only analysis which can be modified to account 
for azimuthally varying inflow turbulence. This analysis also 
accounts for blade-to-blade correlations, includes rapid dis
tortion theory (not used in the current study), and has been 
shown to accurately predict turbulence ingestion noise in pre
vious studies (Amiet, 1976; Simonich et al., 1989). Of special 
interest to the celebration of Professor W. R, Sears' 80th 
birthday is Amiet's use of the classical Sears function (Sears, 
1939) as the airfoil response function to turbulent inflow. 

The fundamental geometry of the tilt rotor aircraft, shown 
in Fig. 1, consists of prop-rotors mounted on tillable nacelles 
which are located at or near the tips of a fixed (non-tilting) 
wing. The prop-rotor is sufficiently large so that the benefits 
of low disk loading are gained for efficient hover flight. The 

This paper is dedicated to Professor W. R. Sears on the occasion of his 80th 
birthday and in celebration of his teaching, research, and friendship. 

2Discrete noise prediction techniques, hover flow characterization and visu
alization, and blade vortex interaction noise are discussed in Coffen and George 
(1990), Coffen et al. (1991), Rutiedge et al. (1991), Coffen (1992), and George 
et al. (1992). 
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Fig. 1 Schematic of the hover mode wake/flow patterns (McVeigh et 
al., 1988) 

prop-rotor is designed to provide the desired performance bal
ance between the axial-flow hover requirement and the axial-
flow airplane mode requirement (Rosenstein and Clark, 1983; 
McVeigh et al., 1983; Paisley, 1987). Tilt rotor aircraft are 
being seriously considered as future commercial transports. 
Their unique design allows them to take-off and land vertically 
(or with very short ground rolls) then convert into conventional 
airplane mode for cruise. The need for only small verti-ports 
in strategic locations, such as near city centers, make the tilt 
rotor's use very attractive. The limiting factors for tilt rotor 
aircraft commercialization include cost, safety, the existence 
of verti-ports, and noise. Clearly, with the possibility of op
erating close to densely populated areas, it is imperative that 
the tilt rotor's noise radiation be acceptable to the public. 

The importance of tilt rotor acoustics makes it vital to better 
understand the noise mechanisms. In addition to exhibiting 
most of the noise mechanisms of a conventional helicopter, 
the tilt rotor is also affected by other noise mechanisms. The 
tilt rotor introduces a number of unique prop-rotor/airframe 
aerodynamic interactions that result in important noise and 
performance problems. Fortunately, tilt rotors can be operated 
with more degrees of freedom than helicopters and thus may 
have more potential for operational noise reductions (George 
et al., 1989). Minimizing the acoustic signal can be accom
plished in two ways: by reduction in the strength of the basic 
mechanisms, and by understanding and then controlling the 
strong directionality of the observed radiation. Improved un-
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Fig. 2 Computer enhanced digitized photo of the fountain flow. Viewer
is in tront of the model looking down the fuselage. Helium filled soap
bubbles are injected over the center of the wing on the rotor/rotor axis.
This Illustrates the spanwise flow, fountain height and recirculation.
112 second exposure time.

3.2 Airfoil Response Functions: The Sears Function. The
rotor blades' unsteady lift response to an incident gust is the
fundamental source of the turbulence ingestion noise mech
anism. At low Mach number and reduced frequency, the Sears
function can be used with good accuracy (an alternate response
function is used for larger values of Mach number and reduced

(1)

analysis. When the gust impinges on the airfoil, a surface dipole
distribution is induced to oppose the gust flow and satisfy the
condition of no flow through the airfoil surface. This surface
dipole distribution creates a pressure jump across the upper
and lower surfaces which acts as an effective distributed force
on the airfoil. The far-field noise can be calculated by noting
that a force imposed by the fluid produces a dipole pressure
field response (acoustic sources). These acoustic dipole sources
are equal in strength to the force induced on the airfoil by the
convecting turbulent gusts. Amiet's analysis provides an
expression for the far-field acoustic power spectral density in
terms of the turbulence velocity spectrum and the airfoil re
sponse function. The product of these two functions can be
described as the transfer function between the turbulent inflow
velocity fluctuations and the far-field acoustics:

Spp(x, w)

= (W:;;br ~Ud 1£ (x, kn ;;) r~ww

3 Summary of Amiet's Method
Amiet's method for predicting noise generated by turbulent

flow into a rotor has been documented previously in the lit
erature (Amiet, 1975; Amiet, 1976; Amiet, 1989). The follow
ing is a summary of the theory involved in the method and
includes a brief description of the implementation of the clas
sical Sears function. InitiallY, Amiet' s analysis was applied to
the case of an airfoil convecting rectilinearly through a tur
bulent flow field (Amiet, 1975). Amiet later extended this anal
ysis to include the effects of the rotary motion of an airfoil
(propeller or rotor blade) (Amiet, 1976). In this study, Amiet's
method was further modified in order to account for azimu
thally varying inflow turbulence.

3.1 Airfoil in Rectilinear Motion. An airfoil passing
through a turbulent flow field experiences an unsteady loading
due to the fluctuating airfoil angle of attack. This unsteady
loading translates into unsteady surface pressures which prop
agate to the far field as noise. Amiet's analysis assumes that
a vertical gust convects perpendicular to the leading edge of a
flat plate airfoil. Linearized theory is assumed throughout the

derstanding of tilt rotor noise will aid in minimizing noise
radiation for the existing tilt rotor and help determine the
proper design changes for future generations of tilt rotor air
craft.

2 Tilt Rotor Fountain Effect
The operational configuration of a hovering tilt rotor air

craft is such that the presence of the wing and fuselage beneath
the rotor strongly affects the aerodynamics by introducing
complex unsteady recirculating flows. Figure 1 shows a sim
plified schematic of this fountain flow while Fig. 2 is an actual
photo from a flow visualization study conducted on a one
twelfth scale model tilt rotor (Coffen et aI., 1991). The wing
and fuselage provide a partial ground plane in the near wake
which causes the development of an inboard-bound spanwise
flow over the wing and fuselage surface. At the aircraft's
longitudinal plane of symmetry, the opposing flows collide,
producing an unsteady "fountain flow" with upward velocity
compone.nts. This fountain flow, characterized by higher than
ambient turbulence intensity levels and smaller integral scale,
is then reingested by the rotors, resulting in azimuthally varying
inflow turbulence levels. The interaction of the rotors with this
highly turbulent spatially non-uniform flow causes significant
broadband noise which is radiated preferentially to the rear
of the aircraft (the direction of motion as the blade passes
through the fountain).

Nomenclature

b semi-chord M free stream Mach a ~x 2+(i(/+i")
d semi-span number circular frequency

Mt Mach number of the
W

Co sound speed Wo Doppler shifted
Po ambient fluid density source relative to the frequency

observerU free stream velocity
Mr Mach number of the 'Y azimuthal angle

W mean convection veloc- ~ww velocity spectrum of
ity through the rotor source relative to the turbulence

I I I Cartesian components ambient fluid E Von Karman energyu ,v , w
Spp PSD of far field soundof rms velocity spectrum of turbulence

Jo, J1 Bessel functions of the S Sears function Fll longitudinal velocity
first kind x observer location with spectrum of turbulence

k magnitude of wave respect to the rotor hub f(M) (1 -13)ln M + 13
number vector X,Y,Z chordwise, spanwise, In(1 + 13) -In 2

kx , ky , k, Cartesian wave numbers and normal Cartesian OS unit vector from the ob-
coordinatesof turbulence
-)1-M2 server to the retarded

£ effective lift 13 source
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frequency). Amiet shows that the effective lift, <£, can be 
expressed as: 

/ / i 

MkxX 

Wo (2) 

In this expression, S is the classical Sears function described 
in the following: Sears and Keuthe (1939), Von Karman and 
Sears (1938), and Sears (1940). This application demonstrates 
the practical importance of Sears' work on unsteady flow prob
lems. A numerical calculation of this analysis would not be 
possible without the groundwork provide by Sears and others 
in understanding the fundamentals of airfoil response to un
steady flows. One should also note that while there are several 
different techniques for calculating turbulence ingestion noise, 
the methods of Homicz and George (1974), and George and 
Kim (1977) also make use of the Sears function in their re
spective analyses. 

3.3 Airfoil in Rotary Motion. A fundamental difference 
between Amiet's method and the other noted methods is that 
the rotary motion of the blade element is approximated as a 
series of rectilinear motions. Two effects cause the observer 
fixed instantaneous sound spectrum of a rotating source to 
vary periodically in time. First, the orientation of the source 
radiation directivity relative to a fixed observer changes as the 
blade rotates. This causes the spectrum amplitude to modulate 

at the rotor rotational frequency. Second, the retarded time 
effects, due to the source alternately moving away and towards 
the observer, cause an alternate compression and dilation of 
the time scale of the signal. Finding the exact spectrum of a 
broadband noise signal modified in these two ways would be 
difficult. An approximation can be made by assuming that the 
frequencies of interest are much greater than the rotor rota
tional frequencies. The rotor rotation period, T, is divided into 
short time segments, AT. A spectrum is calculated for each 
time segment during which it is assumed that the rotor blade 
is moving rectilinearly. These "instantaneous" spectra are av
eraged resulting in a spectrum which is the equivalent of the 
output of a constant bandwidth spectrum analyzer that has 
insufficient resolution to display the rotation harmonics. The 
technique for calculating the azimuthally averaged spectrum 
of a rotating source modeled by rectilinear motion is described 
in Amiet (1976) and Schlinker and Amiet (1981) with the result 
expressed as: 

„2w 

SpP(x, k)o) — _L f 
2 T JT=O co0 

Spp(x, co, y)dy (3) 

Equation (3) is used with Eq. (1) to predict the far-field acous
tics of turbulence ingestion noise. 

4 Calculation Procedure (Modified Amiet's Method) 
Amiet's method can be used to calculate the noise due to 

azimuthally varying turbulence because the analysis makes the 
rectilinear motion approximation. In the numerical imple
mentation, the blade span is discretized into segments and the 
blade rotation is reduced to a series of rectilinear motions which 
approximate the rotary trajectory of the blade. Spatial vari
ations were implemented by associating appropriate turbulence 
characteristics with each blade segment and azimuthal location. 
The implementation requires keeping track of where the ob
server is located with respect to the motion of the blade and 
the blade's azimuthal location, because the Doppler amplifi
cation factor changes as the blade rotates towards and away 
from the observer. This relationship determines the azimuthal 
directionality of the broadband noise as the observer's location 
relative to the blade as it passes through the high levels of 
turbulence in the fountain flow determines the relative am
plitude of the broadband noise. 

The azimuthally varying turbulence was defined in such a 
way as to approximate the measured spatial variations in tur
bulence properties measured in the one-twelfth scale model 
experiments. Figure 3 indicates the spatial variations in tur
bulence level in the inflow field. The contour levels are the 

measured quantity y(u'2+v'2+ w'2)/3 and are only useful 
to identify the spatial extent of the highly turbulent recircu
lating flow. The vertical gust component of the turbulence, 
w', which causes the unsteady blade loading, was not directly 
deduced from this data as the measurements also include the 
fluctuating velocity due to the potential flow generated by the 
blade passing underneath the hot wire probe. However, the 
yellow and green shading clearly indicates a region of highly 
turbulent inflow which the rotor blade encounters as it rotates 
toward the rear of the aircraft. 

4.1 Turbulence Spectra. Amiet's method assumes that 
' the turbulence velocity spectrum, §ww{kx, ky, kz), is related to 
E(k), the Von Karman energy spectrum as function of the 
magnitude of the wave vector, k, by 

E(k) ( ** 
4T*2 \ k2 

The accuracy of the Von Karman energy spectrum vis-a-vis 
the actual inflow turbulence is an important assumption in 
predicting the acoustic spectra. This assumption was examined 
by comparing an experimentally Obtained fountain turbulence 

^wwvAxj *\v> Kz) (4) 
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Fig. 3 Contour plot of rms inflow velocity: (11'2 + V'2 + w' '13)°" (mls).
Port rotor, rotates clockwise, 24 inch diameter blade. Yellow and green
shading corresponds to high levels 01 turbulence in the relngesllon zone
over the wing (the fuselage is to the right of the plot with the tail toward
the bottom of the page). 100...------------------.

Fig. 7 Comparison of experimental and predicted broadband noise
spectra. Rear, side, and Iront aircrall acousllcs, 0 = 12.7 deg (100' hover
height). Lines are experiment, symbols are prediction. The broadband
part of the experimental spectra are laired, and front and side spectra
are truncated below 1000 Hz.
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Fig. 8 Comparison of experimental and predicted broadband noise
spectra. Rear, side, and front alrcrall acoustics, 0 = 23.0 deg (200' hover
height). Lines are experiment, symbols are prediction. The broadband
part 01 the experimental spectra are falred, and tront and side spectra
are truncated below 1000 Hz.

- 0 Rear Acoustics

- [] Front Acoustics

- 0 Side Acoustics

'2-"0
.~

80"0
Cco

CO
N
I 60
lO
co []

8
CO 40"0
...Ja..
C/)

'2 -0 Rear Acoustics-0
~ 80

-r1 Front Acoustics
c -0 Side Acoustics&5
N
I 60
lO
co
8
co 40 lJ [] [J []"0 u

...J
a..
C/)

100~---------------,

Fig. 6 Comparison 01 experimental and predicted broadband noise
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15 acoustic predictions presented below, w' in the reingestion
area of the rotor disk is assumed to scale from the one-twelfth
scale experiment with the rotor disk area averaged convection
velocity, W. This velocity is calculated from the known thrust

Fig. 9 Comparison 01 experimental and predicted broadband noise
spectra. Rear, side, and tront alrcrall acoustics, 0 = 45.7 deg (500' hover
height). Lines are experiment, symbols are predlcllon. The broadband
part ot the experimental spectra are faired, and front and side spectra
are truncated below 1000 Hz.

(5)

spectrum to the Von Karman spectrum as follows: The lon
gitudinal spectrum of the turbulence, F,,(k), for the one-twelfth
scale model was obtained from the power spectral density of
the inflow which was measured with a hot wire placed in the
highly turbulent region over the wing. Assuming isotropic tur
bulence, the energy spectrum is related to the longitudinal
spectrum by:

Integrating twice with respect to k and setting the constants
of integration to zero gives an analytical expression for the
longitudinal spectrum based on the Von Karman energy spec
trum. Figure 4 is a comparison between the experimental data
and the Von Karman spectrum and exhibits good agreement
for wave numbers less than 103 m-'. One should note that the
discrete peaks in the experimental spectra are related to the
blade passing frequencies and are caused by the potential field
of the rotating blade. In calculating Fll(k) for the Von Karman
spectrum, the rms turbulence velocity is obtained by integrating
the area under the experimentally obtained Fll(k) of inflow
velocity and the turbulent length scale is assumed to be equal
to the chord of the rotor blade. For the purposes of the XV-
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of the XV-15 in hover, and is calculated from inflow meas
urements in the experiment. The turbulence length scale is 
assumed to scale with blade chord length. For regions of the 
rotor disk not in the reingestion zone, representative atmos
pheric turbulence is assumed: the integral scale is taken to be 
90 percent of the hover height and the rms turbulence velocity 
is given the typical value of 1 m/s. 

5 Predicted Spectra 
Predicted and measured noise spectra are presented in Figs. 

6-9 for four polar observer angles. Each of these figures has 
curves for experiment3 and prediction for three azimuthal ob
server locations: front, side, and rear aircraft acoustics (see 
Fig. 5 for directionality definitions). These predictions are in 
good agreement with the experimental data as both the polar 
and azimuthal directionality trends are captured. The predicted 
spectrum levels are generally within 5 dB of experiment with 
the following exceptions: The front acoustic predictions are 
5-15 dB low over a portion of the spectrum for the 7.2, 12.7, 
and 23 deg polar angle observer locations. The part of the 
spectrum where the predictions do not agree increases for lower 
aircraft hover heights (smaller polar angles). At these lower 
hover heights, there may be some recirculation due to the 
ground plane which would increase the ambient turbulence 
intensities above the 1 m/s assumed for the predictions, and 
result in higher than predicted noise levels. One should note 
that the low frequency discrete noise is due to the mean flow 
of the fountain and is not treated in this paper. Analysis and 
predictions of discrete noise due to the fountain mean flow 
are presented in Coffen and George (1990), Rutledge et al. 
(1991), and Coffen (1992). 

The good agreement between the predictions and experi
mental data indicate that the highly turbulent recirculating 
fountain flow has been correctly identified as the dominant 
broadband noise mechanism for a hovering tilt rotor. The 
predictions capture the azimuthal directionality trends; the 
levels are higher for an observer behind the aircraft with the 
levels decreasing as the observer location is moved around the 
aircraft to the front. The effect of azimuthally varying tur
bulence characteristics on the noise directionality is further 
illustrated in Fig. 9 which has a prediction based on uniform 
atmospheric turbulence (labeled Uniform Turbulence). This 
prediction underpredicts the noise levels by 10-25 dB depend
ing on frequency and is independent of azimuthal observer 
location. The azimuthal variations in noise levels can be ex
plained by aeroacoustic theory which shows that the noise is 
amplified in the direction that the source is moving (Lowson, 
1965). Because the blade is moving toward the rear of the 
aircraft as it passes through this highly turbulent region, noise 
is radiated preferentially to the rear with levels decreasing to 
a minimum at the front of the aircraft where the blades are 
moving away from the observer as they pass through the re
ingestion zone. 

6 Conclusion 
Modifications to Amiet's method of predicting turbulence 

ingestion noise have resulted in a means of predicting broad
band rotor noise generated by azimuthally varying inflow tur
bulence. For the results presented here, the azimuthal variations 
are based on one-twelfth scale model tilt rotor hover experi
ments. Noise predictions based on this method compare well, 
both levels and trends, with full scale hover acoustics tests 

'Rutledge et al. (1991) contains a complete description of the experimental 
method used to obtain the full scale acoustic measurements. 

conducted by NASA on the XV-15. The good correlation be
tween these broadband predictions and experiment indicates 
that the highly turbulent, reingested inflow is the dominant 
broadband noise mechanism for a hovering tilt rotor. As al
luded to previously, these strong directional dependences can 
be taken advantage of to minimize the aircraft's operational 
noise annoyance. The pilot should operate the aircraft such 
that the rear of the aircraft faces away from areas that would 
be most adversely affected by the noise. 
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Direct Calculation of Sound 
Radiated From Bodies in 
Nonuniform Flows 
Sound radiated from a single airfoil and a cascade of airfoils in three-dimensional 
gusts is directly calculated. Euler's equations are linearized about the mean flow of 
the airfoil or cascade. The velocity field is split into a vortical part and a potential 
part. The latter is governed by a single nonconstant-coefficient convective wave 
equation. For a single airfoil, the radiated sound is calculated using Kirckhoff's 
method from the mid field of the unsteady pressure obtained through the unsteady 
aerodynamic solver. The results indicate the importance of the contribution of the 
quadrupole effects to the sound field. For a cascade of airfoils, the acoustic pressure 
is directly obtained by solving the partial differential equation. The results show 
that, as the maximum Mach number on the blade surface nears unity, there is a 
significant rise in the local unsteady pressure, and also a significant increase in the 
upstream acoustic pressure. 

1 Introduction 
The motion of a body in a nonuniform or unsteady flow 

produces fluctuating forces along the body surface and radiates 
sound in the far field. This is, for example, what happens in 
the case of an aircraft wind moving into a gust (Sears, 1941), 
or that of a turbomachine blade row rotating in the wake of 
a row of guide vanes (Kemp and Sears, 1955). In the frame 
of reference of the body, the upstream nonuniformities are 
seen as convected vortical disturbances. This noise generation 
mechanism, known as interaction noise, is thus a consequence 
of the interaction of the body with incoming upstream non-
uniformities. Interaction noise is therefore closely related to 
the unsteady aerodynamics of nonuniform flows since the ra
diated sound is, in fact, the far-field manifestation of such 
flows. 

Until recently, interaction noise was calculated using Light-
hill's acoustic analogy (Lighthill, 1952) and the Ffowcs Wil-
liams-Hawkings equation (Ffowcs Williams and Hawkings, 
1969). In this approach, the unsteady pressure along the body 
surface is equivalent to a dipole distribution. All other effects 
including sound refraction by the mean flow, and sound pro
duced by the unsteady flow surrounding the body were treated 
as quadrupole effects. The dipole distribution along the body 
surface can be obtained from measurements or from analytical 
or numerical solutions. The calculation of the sound resulting' 
from the quadrupole effects requires the evaluation of volume 

1 This paper is dedicated to Professor W. R. Sears on the occasion of his 80th 
birthday. Professor Sears' enthusiasm for research, his profound physical in
sight, and his personable demeanor continue to influence the thinking and touch 
the lives of generations of investigators. 
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integrals of the unsteady flow quantities. This approach has 
been used extensively to calculate the sound radiated from 
airfoils in turbulent flows (Amiet, 1976) and propeller and 
turbomachinery noise (Lowson, 1970; Wright, 1971; Hanson, 
1980; Farassat, 1981). In these treatments, the unsteady loading 
on the blades is calculated from linear aerodynamic theories 
which assume uniform mean flow and do not, generally, ac
count for the distortion of the incoming nonuniformities by 
the mean flow of the blades. This distortion was found to have 
a significant effect on the unsteady aerodynamic response of 
loaded airfoils and blades (Goldstein and Atassi, 1976; Atassi, 
1984). Moreover, the radiation part of these analyses also 
assumes that the sound propagates in a uniform medium and 
thus these analyses do not fully account for the quadrupole 
generated sound. Atassi et al. (1993) have shown that, for an 
airfoil in a gust at moderate and high subsonic Mach numbers 
and high frequencies, the intensity of the quadrupole generated 
sound is significant and comparable in magnitude to that of 
the dipole generated sound. For loaded airfoils, Goldstein et 
al. (1974) and more recently Patrick et al. (1993) have shown 
that the quadrupole contribution to the sound field is important 
and strongly depends on the airfoil mean loading, the upstream 
mean-flow Mach number, and the gust parameters. 

In order to accurately calculate the sound radiated from real 
lifting bodies at subsonic and transonic speeds, it is necessary 
to fully account for both the dipole and quadrupole contri
butions to the sound field. This implies that all unsteady flow 
quantities must be determined throughout the volume sur
rounding the body. However, if the unsteady flow surrounding 
the body is accurately known, the radiated sound can then be 
directly calculated as the far field of the unsteady flow. This 
would then obviate the need to use the acoustic analogy to 
calculate the radiated sound. 
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Fig. 1 Cascade of airfoils in three-dimensional gusts 

In the present paper, sound is directly calculated for a single 
airfoil and for a cascade of airfoils subject to upstream three-
dimensional vortical disturbances in subsonic flows. The re
sults examine the effects of the mean-flow Mach number and 
incidence, the upstream gust parameters and the airfoil and 
cascade geometry on the sound pressure level and its directivity. 
For a cascade, the effect of the local Mach number as it ap
proaches unity is also investigated. The numerical results are 
validated by comparison with analytical and semi-analytical 
solutions for a broad range of reduced frequencies and Mach 
numbers. 

2 Mathematical Formulation 
Consider an airfoil or a cascade of airfoils placed at an angle 

of attack a to a flow with a uniform mean upstream velocity 
[/„ in the xt direction (Fig. 1). We further assume that an 
unsteady, nonuniform disturbance, u,*, (x, t) is imposed on the 
upstream flow so that the total incomping upstream velocity 
can be written as 

\(x, t) = Ua>il + na,(x, t) as Xi — -oo (1) 
where x= [xi, x2, x3 j with x3 in the span direction. 

Observation and comparison between linear and nonlinear 
computations (Atassi, 1994) suggest that the unsteady pressure 
field in attached unsteady flows is accurately described by Euler 
equations linearized about the mean flow of the body. We 
therefore assume the fluid to be inviscid and nonheat con
ducting with constant specific heats. Moreover, in the present 
paper, we consider only subsonic mean flows. The flow velocity 
V(x, t), pressurep(x, t), density p(x, t), and entropy s(x, t) 
are then linearized about their mean values 

V(x, / )=U(x) + u(x, t) 

p(x, t)=p0(x)+p' (x, t) 

p(x, t)=p0(x) + p'(x, t) 

s(x, t)=s'(x, t) 

(2) 

(3). 

(4) 

(5) 

The mean flow velocity U(x), pressure, Po(x), and density, 
Po(x) are calculated from steady solvers and are assumed to be 
known quantities. Then following Goldstein (1978) and Atassi 
and Grzedzinski (1989), we split the unsteady velocity into two 
parts 

u(x, t)=u{R) + V</> 

where the rotational velocity u<fi) satisfies the equation 

(7) 

§V«) + uW.v l J = 0 
Dt 

and the boundary conditions 

T = 0 

n = 0 

(8) 

(9) 

(10) 

along the body surface £ and its wake W. (D0/Dt)=d/ 
dt + XS-V is the material derivative based on the mean flow, 
and T and n represent the unit vectors tangential and normal 
to the body surface and its wake. The potential function <$> 
satisfies the equation 

§(A^) - i V.(poV*)= iv . (p„a^) (11) 
Dt\Co Dt J po Po 

and the boundary conditions 

V<£»n = 0 

A[V0»n] = O 

V0 + u <*> — u»o + uoc as Xi — - oo 

(12) 

(13) 

(14) 

where uac is the far-field acoustic velocity which vanishes for 
a single airfoil but may be nonzero for a cascade. c0 is the 
mean speed for sound of the fluid, and A denotes the jump 
across the wake. The analytical expression of the unsteady 
vortical velocity u(/?) was given by Atassi and Grzedzinski 
(1989) in terms of the upstream gust conditions and the La-
grangian coordinates of the mean flow. The unsteady pressure 
depends solely on the potential function 4> and is given by 

P =~Po 
D^ 

Dt 
(15) 

We also assume that the upstream disturbance Uoo(x, t) can 
be written in terms of a Fourier integral, and we consider, 
without loss of generality, only one Fourier component 

Uoo(x, t)=aexp{i[wt-k'x]} (16) 

where a = {alt a2, a^} is the magnitude of the disturbance, 
k = [ki, k2, ki] is the wave number vector, and co is the fre
quency. We nondimensionalize all lengths with respect to half 
of the airfoil chord length c, and all velocities with respect to 
the mean flow upstream velocity Ux. The reduced frequency 
is then defined as k\ — (wc)/(2 [/«,). 

In order to obtain numerical solutions for the boundary-
value problem defined by Eqs. (11)—(14), the boundary con
dition at infinity must be replaced by a radiation condition at 
the outer boundary of the computational domain. Scott and 
Atassi (1990) and Fang and Atassi (1993a) have developed 
suitable outflow boundary conditions for a single airfoil and 
for a cascade of airfoils, respectively. They use the approxi
mation that the outer computational boundaries are located 
far enough from the body so that the mean flow quantities 
are constant along and outside the computational domain. The 
governing Eq. (11) then reduces to a constant-coefficient, con-
vective wave equation. However, because of the discontinuity 
of the potential function cj> along the wake lines, these con
ditions are formulated in terms of the unsteady pressure p' 
which satisfies the equation 

1 Dip' 

4 Dt2 vV=o (17) 

outside the computational domain. For a single airfoil, Eq. 
(17) is further simplified using the Sommerfeld radiation con
dition. For a cascade of airfoils, p' is expanded in terms of 
plane waves 

s "n +Pn 4 s -Pn. (18) 

where c, 
form 

„± are complex constants and p'n± have the general 

(19) 

where k„± are complex acoustic wave numbers. This outflow 
condition accounts for all propagating and decaying modes. 
Substituting this expansion into Eq. (17) and introducing the 
cascade quasi-periodicity conditions show that k„ represent 
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an unsteady pressure field with the following far field char
acteristics: (i) an exponentially decaying field, (ii) an expo
nential amplifying field, (iii) constant amplitude waves 
propagating away from the row of the blades, or (iv) constant 
amplitude waves propagating toward the cascade. Those non-
wave type terms whose amplitudes amplify exponentially in 
the far field are physically not acceptable. For a gust problem 
without far-field acoustic sources, those terms which represent 
inward propagating waves are also to be eliminated. Conse
quently, p' on the boundary can be constructed as a sum of 
all decaying terms (i) and propagating waves (iii). 

It should be pointed out that the decaying terms (i) must be 
considered for accurate sound prediction especially when the 
sound level is low. Moreover, since multi-mode acoustic ra
diations may occur in the far field, it is necessary to consider 
all possible acoustic modes. 

3 Numerical Scheme 

The boundary-value problem for <j> defined by Eqs. (11)-
(14) and (16) is solved for two-dimensional body geometries. 
In this case, it is possible to factor out the dependence on t 
and x3, and introduce the new function 

1/-(x,,x2)=<Ae- / ("'-^3 ) (20) 

Substituting Eq. (20) into (11), we obtain a second order 
partial differential equation for ip{xu x2). This equation is 
solved numerically using a second order finite difference scheme 
as outlined in Scott and Atassi (1990) and Fang and Atassi 
(1993). 

The far-field calculations are, however, different for the 
single airfoil and the cascade. 

3.1 Single Airfoil. A numerical code, Gust3D, was de
veloped by Scott and Atassi (1990) for calculating the unsteady 
flow quantities in the field surrounding an airfoil in a subsonic 
flow with imposed upstream vortical disturbance. The code 
calculates the solution to the nonconstant-coefficient, inhom-
ogeneous, convective wave Eq. (11) in the frequency domain. 
Because of the loss of accuracy in the far field of the com
putational domain, the unsteady quantities in this region can
not be used when calculating the unsteady acoustic pressure. 
Instead, Kirchhoff's method is used to obtain the far-field 
pressure. This takes advantage of the accuracy of the solution 
in the near and mid-field regions, by using the unsteady quan
tities on a Kirchhoff surface, located in these regions. Outside 
the Kirchhoff surface the unsteady pressure is governed by Eq. 
(17). Factoring out the dependence on time and the third spatial 
component, transforming to the Prandtl-Glauert coordinates, 
and following a transformation introduced by Reissner (1951): 

P=p'e - i{k\t - k-$x-$ + MK\x\) 

where 

K,= 
k{Mx 

(21) 

(22) 

the governing equation reduces to the two-dimensional Helm-
holtz equation in the Prandtl-Glauert plane for P 

(.V2 + K2)P(xux2)=0 (23) 

where the tilde denotes Prandtl-Glauert coordinates and 

Kl = 
fiMl kl 

(24) 

Green's theorem gives the value of P in the far field based on 
the value of P on the Kirchhoff surface. 

p™=hi P(y)^(ylX)-G/(yfx)!£(y) dL (25) 

where y is the source point, x is the observation point, s is the 
Kirchhoff surface, n is the outward normal to the surface and 

Gf(y\x)=-'j-Hg)(KR), R=\y-x\ (26) 

_Two numerical derivatives must be performed to calculate 
dP/dn. This results in large inaccuracies in the calculation of 
P. To avoid this difficulty, a modified Green's function is 
determined which is identically zero along the Kirchhoff sur
face. The new Green's function is 

N 

G (y I x) = G/(y IX) + ^ H% (Krk)a,„ cos [m (6y - 6X)] (27) 
m = 0 

where 

1 Cu 

g o = - „ r M ^ , „ . , Gf(y\x)d(8y 27rHl2)(Krk) 
v ) , (28) 

1 
TrH*f?(Krk) 

Gf(y\x)cos[m(dy-ex)\d{ey-dx) (29) 

and rk=\y\, or the radius of the Kirchhoff surface. So the 
far-field values of P are given simply by 

P(x) = — \ ^(y)T- (y lx) 
an 

dZ (30) 

Details are given in Patrick (1993). 

3.2 Cascade of Airfoils. For a cascade of airfoils, a com
puter code, CASGUST, was developed to calculate the entire 
unsteady pressure field and the sound simultaneously. Special 
efforts are made to ensure the far-field accuracy. As a result, 
the sound is obtained directly from the far field of the unsteady 
pressure without the use of Kirchhoff's method. 

The calculation is based on a nonorthogonal, body-fitted, 
//-mesh for a single extended cascade passage. The grid system 
consists of mean flow streamlines and a family of straight lines 
parallel to the cascade stagger. The number of grid points used 
in the present work is 80 x 169. 

It is known that the dispersive and dissipative effects due to 
numerical discretizations can severely distort the pressure field 
in acoustic calculations as the pressure waves propagate through 
the grid of numerical computation. Since the out-flow con
dition being used is an exact condition that requires an accurate 
match between the near field and the far field, the distortion 
of the pressure in the entire field is minimized. 

Since the error is cumulative in the grid system, it is more 
advantageous to employ a relatively small computational do
main from upstream to downstream. On the other hand, in 
order to use the plane wave expansion in the out-flow bound
ary, the domain must be large enough so that the out-flow 
boundary mean flow is approximately uniform. For typical 
cascade configurations, our numerical experience shows that 
a computational domain extending one half chord from the 
blade to the out-flow boundary is adequate. 

In order to resolve the acoustic waves numerically, a certain 
number of grid points per wave length is needed. This is par
ticularly important for sound calculations with high reduced 
frequencies. Our experience shows that in general 15 grid points 
per wave length is the minimum required. If the coefficients 
and the source term of the governing equation are calculated 
using the same grid system, which is not necessary but con
venient, this grid system must be able to resolve not only the 
acoustic waves but also the incoming gust vortical wave which, 
in general, has a different wave length from the acoustic waves. 
Moreover, the acoustic waves may include a number of modes 
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dipole effect 

-0.5 -0.4 -0.3 -0.2 -0.1 0 0.1 0.2 0.3 0.4 0.5 

IPI*cos6 
Fig. 2 Pressure directivity for a symmetric airfoil with a thickness ratio 
6 percent, M„ = 0.6, ft, = 2.0 

total effect 

dipole effect 

Fig. 3 Pressure directivity for a 4 percent cambered airfoil with a thick
ness ratio 6 percent, M„ = 0.6, k, = 2.0 

with different wave numbers. In general, the upstream prop
agating modes have smaller wave lengths than downstream 
propagating modes. Note that as the local Mach number ap
proaches unity, the wave lengths of the upstream propagating 
modes become very small while that of downstream propa
gating modes become larger. For high harmonic modes, the 
wave number in the stagger line direction is proportional to 
the harmonic number. 

4 Results and Discussion 
In what follows, the unsteady pressure and the unsteady lift 

coefficients are defined by 

P 
P= 

L 

(31) 

(32) L 7rp„c£/00fl2e
/""e-*» 

wherep' is the aerodynamic pressure and L is the aerodynamic 
lift. 

4.1 Single Airfoil. The results of the investigation into 
the sound radiated from a single airfoil in a nonuniform sub
sonic flow all reinforce the importance of including the quad-
rupole terms as the Mach number, reduced frequency, or mean-
flow loading increases. 

-0.5 -0.4 -0.3 -0.2 -0.1 0 0.1 0.2 0.3 0.4 0.5 

IPI*COS0 

Fig. 4 Total pressure directivity for a 2 percent cambered airfoil with 
a thickness ratio 12 percent, M,x = 0.5, ft, = 2.5 and varying k2 

-0.5 -0.4 -0.3 -0.2 -0.I 0 0.I 0.2 0.3 0.4 0.5 

IP!*cose 

Fig. 5 Dipole pressure directivity for a 2 percent cambered airfoil with 
a thickness ratio 12 percent, M„ = 0.5, fc, =2.5 and varying fc2 

Figure 2 compares the total sound directivity pattern and 
the dipole sound directivity pattern for a simple symmetric, 6 
percent thick airfoil at zero angle of attack in a flow with 
upstream Mach number 0.6 and a transverse gust with reduced 
frequency 2.0. The quadrupole contribution to the radiated 
sound is seen as the difference between the two plots. This 
indicates that the development of lobes in the directivity pattern 
as quadrupole effects rather than noncompact source effects. 

Figure 3 shows the quadrupole effects for the sound radiated 
from an airfoil with mean loading. The same flow conditions 
as for Fig. 2 are used, but here the airfoil has 4 percent camber 
and 6 percent thickness ratio. The dipole pattern is smooth. 
However, a non-symmetric, multi-lobe pattern appears in the 
total directivity and is entirely due to quadrupole effects. 

The effect of a two-dimensional gust with transverse and 
longitudinal components is shown in Figs. 4 and 5. The figures 
show the total directivity and dipole directivity, respectively, 
for a 2 percent cambered, 12 percent thick airfoil, with a free-
stream Mach number of 0.5. The gust reduced frequency is 
2.5 and the longitudinal wave number of the gust, k2, is varied 
from 0 to 2.5. As k2 increases, the sound level in the upstream 
direction increases. The increase is not seen in the dipole ra
diation and is a result of including the quadrupole effects. 
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These results reinforce the importance of the quadrupole ef
fects on the radiated sound. 

4.3 Cascade of Airfoils. CASGUST was validated in an 
earlier work by Fang and Atassi (1993b) by comparison with 
semi-analytical solutions (Ventres, 1980) for flat plate cas
cades. For a large range of reduced frequencies, 0 to 30, the 
agreement between the two codes is excellent. 

In the present work, we have examined the effects of the 
mean-flow Mach number and the upstream gust parameters 
on both the unsteady pressure on the blades surface and the 
far-field radiated sound for a loaded cascade. To this end, we 
have considered an exit guide vane (EGV) cascade operating 
at high-subsonic (case 1) and low-subsonic (case 2) conditions. 
The results are compared with that of an unloaded flat-plate 
cascade (case 3) with the same upstream mean-flow condition 
as case 1. The blade of EGV has a thickness distribution of a 
NACA0012 airfoil on a circular arc camber line with height 
at midchord of 13 percent of the chord. The cascade spacing 
is s/c = 0.6 and stagger x= 15 deg. The inlet flow angle is 40 
deg. For case 1, the upstream mean flow Mach number 
Mo, = 0.6, the maximum Mach number Mmax = 0.952 occurs at' 
x= -0.57 on the blade suction surface. For case 2, M0o = 0.3 
and Mmax = 0.415 occurs at x= -0.57 on the suction surface. 
The distribution of the mean-flow Mach number on the blade 
surface is plotted in Fig. 6. For case 3, the cascade spacing is 
the same as for case 1 and the stagger is x = 40 deg. The 
upstream vortical disturbances for all cases are transverse gusts 
with the reduced frequency kx varying from 0 to 10. 

For &i = 4, the entire unsteady pressure field is calculated 
for cases 1, 2 and 3. The magnitudes of the unsteady pressure 

on both the blade suction and pressure surfaces are plotted in 
Figs. 7 and 8, respectively. For case 1 the magnitude possesses 
a sharp peak where the total mean-flow Mach number ap
proaches its maximum value, close to unity. The peak value 
is 6 times larger than that for a flat plate cascade at the same 
upstream Mach number. Similarly, on the pressure-surface for 
case 1, the magnitude of the unsteady pressure increases rapidly 
where the local Mach number becomes large near the leading 
edge. The peak value on the pressure surface, however, is 
smaller than that on the suction-surface because of the smaller 
Mnax- We conjecture that this sharp rise in the magnitude of 
the unsteady pressure is due to the near-sonic local flow con
dition. The near-sonic velocity acts as a barrier preventing the 
acoustic waves from propagating upstream. For cases 2 and 
3, the local Mach numbers are well below unity and there is 
no rapid change in the magnitude of the unsteady pressure 
except at the leading edge. 

The phases of the unsteady pressure on the blade surface 
for cases 1, 2 and 3 are shown in Figs. 9 and 10 for the suction 
surface and the pressure surface, respectively. The phase for 
case 1 on the suction surface possesses a much larger total 
variation than that of cases 2 and 3. 

The magnitudes of the unsteady lift coefficients Ci are shown 
in Fig. 11 for cases 1 and 3. For low reduced frequency, the 
magnitude of the unsteady lift for case 1 is smaller than that 
of an unloaded flat plate cascade. It is also shown that the 
unsteady lift is sensitive to the acoustic cut-on/off phenomena 
which occur at ^ = 2.9, 5.8, and 8.6 upstream, and 4.4 and 
8.8 downstream for case 1. 

Figures 12, 13, and 14 show the magnitude of the first, 
second and third acoustic modes upstream for cases 1 and 3, 
respectively. On the upstream, the first mode cuts on at kx = 2.9, 
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Fig. 11 Magnitude of the unsteady lift coefficient 
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Fig. 12 Magnitude of the first acoustic mode upstream for case 1, 
compared with that of case 3 

the second mode at &i = 5.8, and the third mode at £1 = 8.6. 
These cut-on frequencies are the same for both cases 1 and 3 
because they have identical upstream flow conditions. 

The magnitude of these modes for case 1 is significantly 
larger than that of case 3. It can be shown by unsteady pressure 
field animation that the large-magnitude pressure waves, that 
are generated in the region near to the suction surface where 
the mean flow is close to sonic condition, propagate toward 
the upstream rather than the downstream. Since the magnitude 
of the unsteady pressure is significantly larger as the mean 
flow on the blade suction surface nears sonic condition, the 
magnitudes of the upstream acoustic modes can be significantly 
larger than that of a corresponding unloaded flat plate cascade 
at the same upstream mean flow Mach number. 

8.5 9 9.5 10 

Fig. 13 Magnitude of the second acoustic mode upstream for case 1, 
compared with that of case 3 
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Fig. 14 Magnitude of the third acoustic mode upstream for case 1, 
compared with that of case 3 

Fig. 15 Magnitude of the first acoustic mode downstream for case 1, 
compared with that of case 3 

Figures 15 and 16 show the magnitudes of the first and the 
second acoustic modes downstream for cases 1 and 3. For case 
1, the cut-on frequencies are ki=AA for the first mode and 
k\ = 8.8 for the second mode. The third mode does not cut on 
in this range of the reduced frequency. These cut-on frequen
cies are higher than that for case 3, where the first mode cuts 
on at k\ = 3.3, the second mode at k\ = 6.5 and the third mode 
at A"! = 9.7. This difference is due to the modification of the 
downstream mean flow by the mean blade loading, namely, 
the lower Mach number and the different mean flow direction 
in the downstream. 

Although the cut-on frequencies are modified for case 1 
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downstream, the difference in the magnitude of the acoustic 
modes between cases 1 and 3 are, in general, less significant 
on the downstream than that on the upstream. However, for 
a small range of reduced frequencies close to the cut-on fre
quencies, the difference in the magnitude of the acoustic modes 
becomes relatively large. 

5 Conclusions 
Direct methods for the calculation of sound radiated from 

a single airfoil and a cascade of airfoils subject to three-di
mensional vortical disturbances are developed. For a single 
airfoil, the radiated sound is calculated from the unsteady 
pressure mid-field using the Kirchhoff's method. For a cascade 
of airfoils, the radiated sound and the entire unsteady pressure 
field are calculated simultaneously. 

The study of the radiated sound field from a single airfoil 
in a gust indicates that the dipole contribution alone does not 
completely describe the sound field. Refraction by the mean 
flow and the sound radiated by the unsteady flow surrounding 
the airfoil must be included for high Mach numbers, high 
reduced frequencies and loaded airfoils. 

The unsteady pressure field and radiated sound are studied 
for cascades of loaded airfoils operating in high- and low-
subsonic mean flows. This study shows that as local mean-
flow Mach number approaches unity, the magnitude of local 
unsteady pressure rises significantly. This generates unsteady 
pressure waves propagating upstream with large magnitude 
and small wave length. As a result, the radiated sound level 
upstream of the cascade rises significantly. 
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Response of a Thin Airfoil 
Encountering a Strong Density 
Discontinuity1 

Airfoil theory for unsteady motion has been developed extensively assuming the 
undisturbed medium to be of uniform density, a restriction accurate for motion in 
the atmosphere, Glauert (1929), Burgers (1935), Theodorsen (1935), Kussner 
(1936), Karman and Sears (1938), Kinney and Sears (1975). In some instances, 
notably for airfoils comprising fan, compressor and turbine blade rows, the undis
turbed medium may carry density variations or "spots," resulting from non-uni-
formaties in temperature or composition, of a size comparable to the blade chord. 
This condition exists for turbine blades, Marble (1975), Giles and Krouthen (1988), 
immediately downstream of the main burner of a gas turbine engine where the 
density fluctuations of the order of 50 percent may occur. Disturbances of a some
what smaller magnitude arise from the ingestion of hot boundary layers into fans, 
Wortman (1975), and exhaust into hovercraft. Because these regions of non-uniform 
density convect with the moving medium, the airfoil experiences a time varying load 
and moment which we propose to calculate. 

1 Introduction 
If the fluid is treated as incompressible and the velocity 

disturbances, caused by the shape and attitude of the airfoil, 
are small in comparison with the uniform free stream velocity 
U, then the density field, assumed known at some time, is 
given as p(£ - Ut, rj). The complicating feature of the problem 
arises from the vorticity Zo generated by the interaction of the 
convected density field with the pressure field generated by the 
airfoil. For a continuous distribution of density, this vorticity 
satisfies the linearized relation. 

d r , d \ - ~2 grad p X grad p 
P 

(1) 

Therefore, if grad p is large (of zeroth order), the vorticity <o 
is of the same mathematical order as the pressure field of the 
airfoil and hence of size comparable to that distributed on the 
airfoil camber line. Clearly, then, solution of the thin airfoil 
problem involves determination of the unknown field vorticity 
as well as the unknown vorticity shed from the trailing edge 
as a result of the unsteady motion. Note that in this problem, 
in contrast with the conventional problem of kinematically 
unsteady airfoils, the time dependence arises solely from the 
convection of the non-uniform density fluid past the airfoil. 
We may note also that when the density field is of perturbation 
order but the pressure field is of zeroth order, a related problem 
arises which has been examined by Marble and Candel (1977) 
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in a particular context, and by Goldstein (1978) under more 
general circumstances. 

The case that will be examined in this paper is the response 
of a plane lifting airfoil to the passage of a strong density 
discontinuity normal to the direction of uniform motion of 
the main stream. In this circumstance a vortex sheet is formed 
on the density discontinuity where it is generated at a rate 
proportional to the pressure gradient, produced by the airfoil, 
along the density discontinuity. The problem will be formu
lated through representing the lifting plane airfoil as a sheet 
of vortex elements whose distribution is determined to satisfy 
the boundary conditions on the airfoil in the presence of (/) 
the vortex sheet shed form the trailing edge of the airfoil and 
(if) the vorticity generated in free stream by nonuniform den
sity. Thus it will use techniques familiar from conventional 
formulation of thin airfoil theory but, because of the non
uniform density field, will require the introduction of some 
novel features. 

One of these concerns the linearized field generated by a 
single vortex element in the presence of a strong plane density 
discontinuity convected by a uniform free stream of velocity 

• U parallel to the horizontal axis. A very convenient represen
tation of this field, believed to be new, is presented which 
greatly simplifies determination of the vorticity distribution 
on the airfoil. 

The determination of the distribution of wake vorticity in
troduces a second novel issue because, as the density jump 
passes over the airfoil, Kelvin's theorem may not be applied 
in the usual fashion. However through considering the local 
impulsive generation of airfoil loading, Burgers (1935), Kar
man and Sears (1938), it is shown that the relationship between 
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airfoil circulation and shed vorticity may be indeed be rep
resented in a form identical with that for an airfoil in a uniform 
density field. 

2 Vortex Element Near a Moving Density Jump 
When the fluid is uniform, an element of vorticity 7 (£,) 

(/£,, where 7(^1) is the vorticity distribution on the airfoil, has 
a complex potential 

w0(f, 0 = 
2TT 

ln t f -$ i ) (2) 

where f = £ + nj is the complex variable in the airfoil plane and 
£1 is the coordinate of the vorticity element. When, however, 
the flow has a density jump from pi on the right to p2 on the 
left, Fig. 1, the potential of the field has a discontinuity at 
£ = X(0 but is regular on either side of this discontinuity. There
fore the actual field of the vorticity element requires the ad
dition of a potential wi (f, t) for £ > X and a potential w2 (f, 
0 for £<X. These potentials must vanish in the far field, 
produce equal values of w(X, r;), the ^-velocity component at 
£ = X, and equal values of the perturbation pressure on either 
side of the discontinuity, Pi(X, ij) =p2 (X, r;). These pressure 
perturbations are related to the potentials through the Bernoulli 
integral, 

dt 
+ U 

d<p0 d<p, 

3£ 3£ pi 

and the condition to be satisfied at £ = \(t) is 

Pi dt di, -Pi 
d<P2 „ d<p2 

dt a? 

= - ( p > 
(3) 

In satisfying this condition it must be kept in mind (i) that the 
potentials depend upon X(0 and that d\/dt= U, and (ii) that 
the strength of the vorticity elements representing the airfoil 
will depend upon time because of the unsteady flow field. 

The supplementary potentials w\ and w2 are analytic in the 
entire f-plane although in each case only a portion of the field 
is used to describe the physical solution. These potentials, see 
Appendix, have the nature of partial images of the actual vortex 
element and are, in fact 

Wi(f, t) = 
'Y(£i> t)dh I Pi-Pi 

2ir P1+P2, 
ln ( ( f -X) + (£i-X)) (4) 

2TT 
w2(f, 0 = : — ; — l n ( ( f - X ) - ( ? i - X ) ) (5) 

P1+P2 

which hold for £ > X, the situation shown in Fig. 1. Specifically 
for £ < X, the complex potential w0 + wx consists of the actual 
vortex element plus a vortex at the image point with strength 
(Pi -PiViPi +P2) times that of the original. On the other hand, 
when %i < X the complex potential w0 + w2 consists of the orig
inal vortex plus a coincident vortex of strength (px - p2)/(p\ + p2) 
times that of the original. 

When the density jump has moved downstream of the vortex 
element, X>£i, trie corresponding supplementary potentials, 

Wl(f, t) = 
17(Si, Oe?£i / P 1 - P 2 

2TT P1 + P2, 
l n ( ( f - X ) - ( € , - X ) ) (6) 

2TT 
w2(f, t)Jy^:^ (mzjz) ln (tf-x)+tt1-x)) (7) 

P1+P2 

The complementary potentials, Eqs. (4), (5), allow calcu
lation of the vorticity distribution on the discontinuity. 

• u f11 

R 

L 
Y(^t)d^ 

\ *> 

X(t) 

Y 

I 

Fig. 1 Construction of flow field induced by a vortex near a convecting 
density jump 

Fig. 2 Vorticity induced on density discontinuity by airfoil vortex ele
ment at various positions 

y\(n)=-v(\+, i?) + y(X_, ij) = 3 — (w1-w2)j=x (8) 

When the density jump is upstream of the vorticity element, 
X < £ b we find 

7(Si. QtfSi (p\-Pi\ S i -X 
Xx(r?) = -

P1+P2/ ( S i - X ) 2 + r,2 (9) 

and this vorticity distribution is shown in Fig. 2 for several 
relative locations of the density jump and the vorticity element. 
As the density jump convects towards the vorticity element 
7(£i, /•), the vorticity distribution Xx(r/) concentrates nearer the 
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Fig. 3 Downwash induced by the vortex sheet formed on the density 
discontinuity 

airfoil axis and has a higher maximum value. It is also easily 
shown, either by application of Kelvin's theorem or by direct 
integration of Eq. (9), that the total vorticity on the density 
jump is 

7(£i. t)dt,\ IP1-P2) 
y\(v)dv)=- 2TT P1+P2 

(10) 

the strength of the "image vortex" we employed to construct 
the solution. After the density jump has passed downstream 
of the airfoil vorticity element, the vorticity distributions repeat 
themselves but with opposite sign, as might be inferred from 
the appropriate image vortex given by Eqs. (6), (7). 

From the viewpoint of airfoil theory, the important con
sequence of this calculation is the downwash velocity, v (£, 0), 
which is induced at the plane of the airfoil, that is - 1 < ^ < 1. 
When the density jump is upstream of the airfoil vortex ele
ment, £1 > X, the vertical velocity induced by the density jump 
is 

vtt.0)--

v(H,0) = 

Pi-PA 7(1 I> t) rfgi 1 

Pi+Pl 2w ( £ - X ) + ( £ I - A ) 
; £ > A 

(11) 

Pi-P2\ 7(?i» t)dii 1 

P1+P2 2TT « - X ) - t t , - X ) 
; £ < x 

(12) 

and after the density jump has passed the vorticity element, 
£i<X, the corresponding downwash velocity is 

/P\-Pi\ 7(£i. 0 d%i 1 f ( f , 0 ) = 
P1 + P2 2T ( | - X ) + (£,-X) 

«>(*,0) = 
Pi-P2\ 7(?i. 0 dk\ 
P1 + P2 

1 

2TT « -X) - t t i -X ) -

£<X 

(13) 

£>X 

(14) 

The downwash velocity induced by the vortex sheet on the 
density jump is shown in Fig. 3 for several positions of the 
density jump with respect to the vortex element. As is evident 
for the potentials wi and vv2, the downwash is anti-symmetric 
about the density jump and has maximum absolute value at 
the density jump of magnitude proportional to 1/1 £1 - XI. 

^Yotfp + Y i M 

*, 1 

Fig. 4 Sources of downwash induction 

It is important to note that the foregoing discussion pertains 
only to vortices that are in relative motion with respect to the 
density jump or whose strength varies with time. In contrast, 
when we consider the vortex elements that comprise the wake, 
the situation, as demonstrated in the Appendix, is quite dif
ferent. If we follow a particular vortex element that has been 
shed into the wake (0 it is stationary with respect to the density 
discontinuity, and (if) it is of constant strength. It therefore 
induces a steady flow of perturbation order at the density jump 
and hence generates a pressure field of second order. As a 
consequence the vorticity on the discontinuity is influenced to 
only the second order and, to the present order of calculation, 
the potential associated with a vortex element moving in the 
wake has a potential continuous across the density jump. 

3 Vorticity Distribution on a Thin Airfoil 

The problem of thin airfoil theory is to determine the vor
ticity distribution along the camber line that provides flow 
tangential to the given airfoil shape rj!(£) and regularity at the 
trailing edge. For steady flow of uniform density about this 
airfoil shape, the vorticity distribution YO(£I) is assumed known. 
For our problem, however, additional components of down-
wash are induced at the foil by (/) vorticity on the density 
discontinuity and (if) the wake vorticity resulting from the 
unsteady character resulting from the convective motion of 
the density field. This additional downwash then necessitates 
a supplementary vorticity distribution 7i(£i) on the airfoil to 
satisfy the boundary conditions. It is this vorticity distribution 
that must be found to allow pressure, force and moment on 
the airfoil to be calculated. 

The sources of downwash are sketched in Fig. 4. At each 
point £ on the airfoil, the induced vertical velocity u(£, 0) must 
cause the fluid to move tangentially to the airfoil surface, that 
is 

(15) 

But the known vorticity distribution Y0(£I) induces a flow that 
satisfies the condition given by Eq. (15) 

J_ f' 7o(£i) 
27T J „ 1 €-f: 

dkx dt 
(16) 

and consequently the remaining induction must give zero ver
tical velocity on the line segment - 1 < £ < 1 . 

The remaining induction falls into three categories: 
1. The direct induction of the supplementary vorticity dis

tribution 7i(£i) on the airfoil itself 

J_ 
2TT 

7i(€i, 0 
dli (17) 

2. The induction of the vorticity distribution on the density 
jump resulting from the airfoil vorticity Y0(£ 1) + 71 (£1, t). Using 
the technique introduced in Section 2, this is 
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2TT \ P I + P2/ J 
7o + 7i 

_ , « - 2 X + € d*l 

J_ 
"2TT + P2/ Jx 

Yo + 7i 
rf£i (18) 

for values of £ < X, and 

1 IP\-P2 

2-K \P\+p2 
\ fX 7o + 7i 

./ J- i f - « i 

.J- (^i 
27T Vpi +pij K 

7o + 7i 
£-2X + £ 

for values of X>£. 
3. The induction of the wake vorticity 

2ir J, 

7w 
dfc 

•dh (19) 

(20) 

recalling, from the comment at the end of Section 2, that a 
wake vortex element does not require an ' 'image" in the density 
discontinuity. 

The expressions in Eqs. (18), (19) are written explicitly for 
the position X(?) of the density jump lying between the leading 
and trailing edges of the airfoil. When the density jump is 
upstream of the leading edge of the airfoil, only the second 
term in each expression survives; similarly, when the density 
jump is downstream of the trailing edge, only the first term 
remains in each expression. 

For points £ on the airfoil where X < £ < 1, the sum of these 
parts vanishes at each point £ of the range. 

7i ,t , (f>\-Pi\ (fX 7i+7o ... 

A corresponding integral equation, utilizing Eq. (18) rather 
than Eq. 19, holds at each value of £ in the range - 1 < £ < 
X. When the wake vorticity yw is functionally related to the 
supplementary vorticity YI(£I, t), these relations constitute an 
integral equation determining 71 as a function of position on 
the airfoil and time. 

4 Vorticity Distribution in the Wake 
The strength and distribution of the wake vorticity is de

termined by the vorticity y'w(r) shed at any time, T, and by the 
fact that, in the linearized approximation, this vorticity element 
is transported with free-stream velocity U along the horizontal 
axis. Then the vorticity in the wake is just 

7>v t-
£2-1 

U 
= 7 ' W ( T ) (22) 

that is, the wake vorticity at a position £2> 1 at time t is equal 
to that shed from the trailing edge at the earlier time 

£2-1 
T=t-

u 
(23) 

The usual argument to demonstrate that the shed vorticity 
element y'Jjt)U dt is given by the negative of the change of' 
total circulation about the airfoil in the same time period 

7 . (0 Udt = 
dT 

' dt 
dt (24) 

involves the application of Kelvin's theorem to a contour en
compassing the entire airfoil. And although this familiar ar
gument may be carried out when the density jump is either 
upstream or downstream of the airfoil, the presence of the 
discontinuous potential raises complications as the density jump 

-d$ -1 - * • U 

t i n H I 1111 in m i n i 

A 

\ \ \ 

N \ \ 
A'v' v W v " ^ °" 

\ \ \ 

A 

r r 
V v. 

A' 
"1 

I 
1 

1 
1 

Fig. 5 
pairs 

r r 
Generation of lift by successive impulses-conservation of vortex 

passes over the airfoil. Instead, we shall employ the concept 
of the impulsive generation of lift described by Burgers (1935) 
which was used by Karman & Sears (1938) as the basis of their 
unsteady airfoil theory. 

An impulsive load 5/ applied along an element 5£ of the 
horizontal axis creates a vortex pair, each vortex having a 
circulation V, according to the relation 51= pT 5£ where p is 
density of the fluid in which impulse is applied. This vortex 
pair then drifts downstream with the free stream velocity U. 
A succession of impulses applied to the same element 5? pro
duces a corresponding succession of vortex pairs drifting down
stream along the £ axis. Now let us chose the time intervals 
between these impulses to be bt = b^/U and the impulses to be 
of the same magnitude 

15/ 

/ 
n 

dt 

/be ing the equivalent steady load on the element. Then each 
impulse generates a vortex at the downstream edge of the 
element equal and opposite to the vortex transported from the 
leading edge and which was generated by the previous impulse. 
As a consequence there remains only the vortex of circulation 
T at the upstream edge of the element and a vortex of strength 
- T, the one generated at the downstream edge of the element 
by the initial impulse, drifting far downstream. The former 
constitutes the "bound vortex" representing the lift on the 
element (more appropriately designated the "regenerate" vor
tex) while the latter constitutes the "starting vortex," This 
configuration constitute the basis for the Karman-Sears (1938) 
formulation of the theory of airfoils in nonuniform motion. 

The complete airfoil consists of a distribution of such ele
ments, each with its peculiar load which may vary with time, 
and each producing its succession of vortex pairs. Figure 5 
illustrates this representation by an airfoil of three elements. 
At the start of the motion, t = 0, each element produces a vortex 
pair according to its load and each of these vortex pairs moves 
downstream with the undisturbed velocity U. A second set of 
impulses is applied at a time 8%/U later, the resulting set of 
vortex pairs moves correspondingly and each successive set of 
impulses contributes its own set of vortex pairs. The residual 
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Fig. 6 Relation of shed vorticity to airloil circulation 

vortices moving away from the trailing edge constitute the 
vortex wake. 

Now if we choose a point A between two elements of the 
airfoil, the field to the left of this point consists of a collection 
of vortex pairs. Furthermore, if we move with the undisturbed 
fluid, this region continues to consist of vortex pairs, more 
being generated at each successive impulse. As a consequence, 
the circulation in the region does not change with time in spite 
of the fact that the loading of the airfoil may be changing. 

This situation may be interpreted as shown also in Fig. 5. 
As the contour moves with the fluid the time derivative of the 
circulation V about this contour vanishes. Furthermore, any 
contour that moves with the fluid across the airfoil has a 
circulation that does not change, simply because any loading 
changes that occur create vortex pairs which remain within the 
contour in question. 

These observations are particularly useful in determining the 
shed vorticity as the density discontinuity is passing over the 
airfoil. Referring to Fig. 6, consider the contour including the 
portion of the airfoil to the left of the discontinuity, lying 
entirely within the fluid of density p2. Our argument regarding 
the elementary impulses holds and, as a consequence, the cir
culation r,j does not change with time. On the other hand, 
consider the contour which contains the remaining portion of 
the airfoil and lying entirely within the fluid of density px. 
Again, as we move with the fluid, the circulation TB about this 
contour does not change. Hence as it moves downstream, the 
contour covers an element Ubt of the £-axis comprising a vor
ticity element y'w(t) Ubt of the wake vorticity. Now in the time 
bt 

bVA + bY 
- - * ! ! , 

7i($i, 0 ^ i + 7w(Ot/5? = 0 

so that the shed wake vorticity is 

7»(0 = ~ Udt .L,71 (f, flrffi (25) 

This result is remarkable as well as very useful! For as a con
sequence, we have the unanticipated advantage that the usual 
relationship between airfoil circulation and shed vorticity holds 
even as the density jump passes over the airfoil. 

Equation (25), together with the relation given in Eq. (23), 
allows the wake vorticity distribution y„ (%u t) to be expressed 
in terms of -yi(€i» 0 so that Eq. (22) becomes an integral equa
tion for 7,(j , , t). 

5 Pressure Distribution, Lift and Moment 

If we denote by u+, p+ and w_, p_ the velocity and pressure 

perturbations on the upper and lower surfaces of the airfoil, 
the the linearization momentum equation gives 

du ,du 1 dp 

dt 3£ pd £ 
(26) 

where the density may be pi or p2 depending upon the region 
in which Eq. (26) is applied. Now the vorticity representing 
the airfoil, y(£, f), is equal to u+ — M_ and p+p- =Ap is the 
airfoil load per unit area in the downward direction. By writing 
Eq. (26) for the upper and lower surfaces and subtracting the 
results we obtain the following relation between the vorticity 
and the airfoil loading. 

H2+Uh.= 
dt d£ 

1 dAp 

' P dt 
(27) 

When the fluid density is uniform this may be integrated from 
the trailing edge, £ = 1, at which point y = 0 and Ap = 0. Then 

dy 
Tt dH-pUy(l,t)=*p(l,f) (28) 

and when the density jump is upstream of the leading edge of 
the airfoil, this hold for - 1 < £ < 1 and p = pi. The lift on the 
airfoil is just 

. i ,,1 

L=j (-Ap)df = Pit/J 7<*)d$ 

-P\ dt J>1 7(f i )df i=PiOT-/>i 
dt (1 + £)Y(£M 

(29) 

Likewise, after the density jump has passed downstream of 
the trailing edge of the airfoil, the lift is given by an expression 
identical with Eq. (29) with the the exception that p( is replaced 
by p2. In each case y(%, 0 = Yo(£) + 7i(£> 0 and consequently 

r(0=j 7ott)rfe+{ 7i(e.Odf = r0+r,(o po) 

When the density jump lies between the leading and trailing 
edges of the airfoil, Eq. (28) holds with p = pt so long as £ > X. 
For the range X > £ > - 1, Eq. 27 must be integrated from £ = X 
to the left, which gives 

P2 
dy 

~dt dk+p2 t / ( 7 ( X ) - 7 ( € ) ) = - ( A p ( X ) - A p ( £ ) ) (31) 

Now the conditions at the density jump require that the pres
sure and the horizontal velocity components are continuous. 
As a consequence Ap(£) and y(£) are continuous at £ = X so 
that when we write the loading integral, Eq. (28), for the range 
X < £ < 1 , 

Pi 
(dy 

k dt 
d£-p, tf( \) = 4p(X) (32) 

where the values of 7(X) and Ap(K) are identical with those 
occurring in Eq. (32). 

Note further that because dX/dt = U, Eq. (32) may be written 

Pl\ ytdH-plUy(\)=pljt\ 7(*,0d* = 4p(X) (33) 
•>\«) 

and similarly for Eq. (31) 

P2j( j ytt, t)dt-p2Uy= -Ap{\)+Aptt) (34) 

The value of the pressure loading Ap(\) at the discontinuity 
may be eliminated between Eq. (33) and Eq. (34) to give the 
loading Ap(£) in the range - 1 < £ < X 
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d f1 d fx 

A/7(?)=p 2 t /7(^)+P l- j y(Z)d£ + p2— j 7(?)fiff (35) 

Together with the relation valid for the range X < £ < 1 

d f1 

4 P ( * ) = - P i t / 7 ( $ ) + P i ^ ] T(*)d* (36) 

the loading is then determined for all points of the airfoil. 
The lift may now be computed, using Eqs. (35) and (36), 

during passage of the discontinuity over the airfoil 

L = j (-Ap)d£=p2U^ y(l)d$+Piu\-i{$)dl 

'4'll̂ 1 
M; 

which, after partial integration, gives 

L = p2u\ y(l)dt+pxu\y(i;)di, 

- P2 ^ J (i + £h(£)^ - PI j t \ (i + $h«)d€ (37) 

Likewise, the counter-clockwise moment about the mid-chord 
point is 

. i 

M=p2u\ y(k)Hdk+Piu\y{H)Hdk 
J - i Jx 

-p21 f i « 2 -w^-* 11! I « 2 - 1 } « (38) 

Yx/2aU 

Fig. 7 (a) Vorticity on density jump 

-° 5 0.0 0.5 

Fig. 7 (o) Vorticity on airfoil 

6 Application to the Flat Plate Airfoil 
A flat plate airfoil of chord 2 at a small angle of attack a 

has a vorticity distribution 

yM) = 2Ua 
1+f 

(39) 

for steady motion in a uniform medium. As a consequence 
the integral equation for 7!(|, O.Eq. (21), becomes, for X< - 1 
ahead if the leading edge of the airfoil, 

dki 
J-i £-£i ' P1 + P2 J-i 

€-f2 
d%2 = a 

Pi-Pi 

P1+P2 

xi>- !f5f^, « 
where 

J 7i(?i. T ) ^ , 

2.0 

1.5 

B I I 
CVJ 

" 0.5 

•0.5 

I 

-\ 

" \ 

I 

I I 

X , 

I I 

-1,2 -

" 

" 

" 

-

(41) 

Corresponding expressions are easily obtained for the density 
jump over the airfoil, - 1 < X < 1 , and for the density jump 
downstream of the airfoil, 1<X. Although we may proceed 
analytically when either X< - 1 or X> 1, the situation is more 
complex when the discontinuity is passing over the airfoil and 
consequently 7i(£i, t) was calculated numerically. The airfoil 
chord line was divided into elements, a point vortex was located 

Fig. 7 (c) Pressure on airfoil 

Fig. 7 Flow induced on plane airfoil by the density discontinuity, 
p2/p, = 0.5, X= - 1 . 2 

at the quarter point of each element and downwash was com
puted at the three-quarter point of each element. The resulting 
matrix was inverted to find values of 7i(£i, 0 at the discrete 
points of the airfoil. For most of the calculations 20 elements 
were used. Spot calculations using 40 points showed no sub
stantial changes. 

Examples of the vorticity distribution on the airfoil, vorticity 
distribution on the density jump, and pressure distribution on 
the airfoil are shown in Figs. 7 and 8 for values of X= -1.2 
and X= -0.8 , respectively. As the density jump approaches 
the leading edge of the airfoil, Fig. 7(a) shows that a distri-
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Fig. 8 (a) Vorticity on density Jump 
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Fig. 8 (c) Pressure on airfoil 

Fig. 8 Flow induced on plane airfoil by the density discontinuity, 
p 2 /p i=0.5, X = - 0 . 8 

bution of positive vorticity is induced on the density jump 
when X = —1.2. The sign of the distribution follows directly 
from Eq. (9) because the vorticity distribution 71 (£i, f) is dom
inated by the initial loading Y0(£I), Eq. (36). As a consequence 
the density jump induces a downwash at the leading edge 
producing the negative vorticity 71 show in Fig. 1(b). The 
resulting pressure coefficient perturbation (the negative of the 
loading), Fig. 7(c), shows a strong unloading of the leading 
edge corresponding to the action of a downward gust. It is 

Fig. 9 Pressure distribution due to passage of density jump, initial 
vorticity 70(f), p2/p, = 0.5 

important to notice here that, in contrast to the effect of the 
sharp edge gust, Karman and Sears (1938), the density dis
continuity has a downwash field that precedes its arrival. 

The situation changes when the density jump lies within the 
airfoil chord, shown in Fig. 8. The vorticity distribution on 
the discontinuity, Fig. 8(a), shows the effect of strong leading 
edge vorticity 70 which now lies to the left of the density jump, 
largely negating the effect of the vorticity of the same sign 
lying to the right. Figure 8(b) shows a comparably small in
duced vorticity on the airfoil. The significant pressure coef
ficients in Fig. 8(c) arise largely from the local temporal 
variation of vorticity, the time-differentiated term of Eq. (35) 
and Eq. (36). The pressure distribution of Fig. 8(c) implies a 
significant adverse pressure gradient induced on the lower sur
face. 

Now because the position of the airfoil and the velocity of 
the undisturbed flow are constant during the encounter with 
the density jump, the potential and the vorticity distribution 
7o(£) given in Eq. (39) are independent of time. However, the 
pressure coefficient induced by this vorticity is time dependent 
because, specifically, the variable position X(0 of the discon
tinuity appears in the limits of the integrals of Eq. (35). When 
the discontinuity is ahead of the airfoil, that is X< - 1, 

C p 0 = l / 2 P l [ / 2 
AP — 4 a ' ^ 

1 + f 

and after it has passed downstream, X> 1, 

C n n =-4a — -p0 
Pi 

P2 1 - f 

1+* 

(42) 

(43) 

During the process of passage, however, the pressure ahead 
of the discontinuity, - 1 < £ < X, 

Cpo=-4a 
Pi l-Z-4all-P^ 1-X 
P 2 - \ / l + £ \ Pij A/l + X 

and downstream of the discontinuity, X < £ < 1, 

Cp0=-4ot 
1-g 

(44) 

(45) 
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Fig. 10 Lift coefficient during passage of density discontinuity over 
the airfoil, p2'pi = 0.5 

which we note is unchanged from its value when the discon
tinuity was far upstream of the airfoil. Figure 9 shows Cpo (?) 
for several values of X during the period the discontinuity is 
passing over the airfoil. The CpG distribution for X= - 1 holds 
for all X < - 1 and the Cpo distribution for X = 1, equal to pi/ 
pi times the CpQ distribution for X= - 1 , holds for all X> 1 
after the discontinuity has left the trailing edge. The changes 
in the Cp0 distribution take place from the leading edge and 
progress following the density jump; this feature rests upon 
(/) the fact that Cp0 (1) = 0 and (ii) pressure continuity across 
the density jump. These values of C^ are, generally, larger 
than the values of Cpi and we may anticipate that the forces 
on the airfoil will to a considerable extent be dominated by 
Cpo and thus confined to the period when the density jump is 
actually passing over the airfoil. 

The lift coefficient CL0 resulting from the pressure coefficient 
Cpo is easily calculated, remembering that the airfoil chord is 
equal to 2, 

1 f1 

+tJ^*]-2™[1-(1-S)( ,-;M"x) m 

This is shown as the broken line in Fig. 10. 
The clockwise moment about the airfoil midpoint is also 

easily calculated, again recalling that the airfoil chord is 2, 

which may be evaluated as 

^MH1-")^-*™^*^)} (47) 

This result appears as the broken line in Fig. 11. 
The complete solutions for the lift and moment coefficients 

shown in Figs. 10 and 11 were obtained by numerically solving 
Eqs. (40) and (41) for the yx(%, t), the additional vorticity 
distribution induced by the density jump. Integration was be
gun with the density jump 2 chord lengths upstream, X = - 4, 

0 . 0 , i i i , i , i 

I p 2 /p , .0 .5 

: — c M 

-0.1 - --- CM° 

a : 
CM 
- - 0 . 2 7 

-0.3 -

Fig. 11 Moment coefficient during passage of density discontinuity 
over the airfoil, p2/p, = 0.5 

and continued until the density jump had passed 2 chord lengths 
downstream, X = 4. At X = - 4 the values of yi were negligible 
and the vorticity shed from the trailing edge correspondingly 
small. As the discontinuity moved downstream, the successive 
distributions 7 ^ , t) allowed determination of the y,„ values 
to be used at each succeeding value of X. 

The unique features of the problem are most readily de
scribed with reference to the lift coefficients shown in Fig. 10. 
As the density jump approaches within about one half chord 
of the leading edge, the downwash, induced as illustrated in 
Figs. 2 and 3, generates a reduction of the airfoil vorticity 
distribution, Fig. lib), and the consequent lift reduction, Fig. 
9, for X< - 1 . As the discontinuity passes the leading edge, 
the flow following the density jump constitutes a strong up-
wash, creating a situation resembling the sharp-edge gust. In 
fact, the cusp appearing at X= - 1 is related to the lift growth 
for a sharp-edged gust shown in Fig. 8 of Karman and Sears 
(1938). The subsequent rise in CL overshoots the value of CL0 
to a degree that evidently exceeds that shown simply because 
the number of intervals used to describe the airfoil surface was 
not sufficient to resolve the peak.2 The moment coefficient, 
Fig. 11, reflects these events in local loading. The response as 
the density jump passes off the trailing edge is relatively mild, 
largely because the values of 70(£) are small in this region and 
consequently the near-field reflected vorticity is small. 

Initially it seems surprising that the variations in lift and 
moment are confined so closely to the period when the density 
discontinuity is passing directly over the airfoil, particularly 
so in view of our experience with other examples of unsteady 
airfoil behavior. Significant response to a sharp-edge gust, for 
example, continues until the gust has passed 5 to 10 chord 
lengths downstream. The difference lies in the fact that in the 
present case the flow field is kinematically identical when the 
discontinuity is far upstream and when it has passed far down
stream and, in particular, the circulation about the airfoil is 
the same in both cases. Consequently, the shed vortex sheet 
contains zero net vorticity and behaves much like a vortex pair 
with a spacing of the order of the airfoil chord whose induced 
field dies out as 1/X2 rather than as 1/X. 
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A P P E N D I X 
Field of A Source-Vortex Near a Moving Density Dis
continuity 

Consider source element c(0, t) d!-\ and a vortex element 
7(0, 0 G?£I located, without loss of generality, at the origin of 
the f = £ + ir\ plane. The complex potential is 

(a+ir,) d^ 
w0 = -

2TT 
- ln(0 

-(/•(0 + fe(0)ta«) (A-D 
The density discontinuity is located at J = X(/), ref Fig. 1, and 
moves with the undisturbed stream velocity so that dk/dt = U. 
We propose to write the supplementary potentials in the form 

w,= M, /+ /Br f ) l n ( f -2X) (A-2) 

and 

w2=(A2f+iB2g)lntt) (A-3) 

The potential Wi has its singularity at the reflection point of 
the actual singularity and is regular to the right of the discon
tinuity. The potential w2 is coincident with the actual singu
larity and is regular to the left of the discontinuity. The complete 
solutions w0 + W\ and w0 + w2 must satisfy the condition that 
the ^-component of velocity be continuous at the density jump, 
£ = X, so that 

<R ̂ < t + iX,0 |=<R 
dw2 

(f + iX, 0 (A-4) 

««i$+"^ -p2 (n\ —— + u —— 2 ' dt d$ 

- ( p . - P ^ + t / ^ f CA-7) 

at f=X + /i?. If we use the values of the potentials, Eqs. (A-
1), (A-2), (A-3) and the Eq. (A-5), ensuring continuity of the 
streamwise velocity, Eq. (A-7) may be put in the form 

[(pi + p2)A + (p, -P2)\f' In VX* +1}2 

+ l(Pi+P2)B- (pi -p 2 ]g ' t an _ 1 

+ [ (Pi+P2M+(Pi-P2)]£ / / r r V + i f 

+ [-(pl+P2)B+(pl-P2)]Ug-2^2 = 0 (A-8) 
A +7] 

For our suggested form of the solution to be valid, Eq. (A-8) 
must be satisfied for all values of r\ and t. Because each function 
multiplying a square bracket is distinct, each of the square 
brackets must vanish. But these four relations consists of two 
identical pairs and consequently 

._ P\-P2 , . . _ P l~P2 D r> ,K n\ 
A - =A2=-AX\ B = — ; — = Bi=B2 (A-9) P1+P2 P1 + P2 

This completes verification of the solution for the auxiliary 
potentials given in Eqs. (A-2) and (A-3). 

We should note the special case that occurs when (i) the 
source and vortex strengths are independent of time, and (ii) 
the discontinuity is stationary with respect to the source-vortex 
point. This is equivalent to setting the d/dt and U to zero in 
the pressure relations, Eq. (A-6), so that the pressure disturb
ance vanish, to the order of our calculation, and it follows 
that the supplementary potentials vanish. 

This circumstance arises specifically for vortices moving with 
the flow, such as elements of the vortex sheet shed from the 
trailing edge of the airfoil. These satisfy the conditions (i) and 
(ii) above and hence their potential is continuous through the 
density jump. 

It is simple to generalize this result to a source element and 
a vortex element at an arbitrary position £1 along the real axis. 
When the density jump is upstream of the source-vortex ele
ment, £1 > X, the solution may be written down from the result 
just obtained, 

wott, 0 + Wi(f, 0 = 
2TT 

In(f-*i) 

+prr2 l n ( f-X ) +«'-X )) 

because w0 is continuous at f=X + /ij. The condition of Eq. 
A-4 is satisfied if 

A2=-A1mA;B1 = B1mB (A-5) 

The other condition to be satisfied is that the pressure be 
continuous across the density jump. The perturbation pressures 
are given by 

Pi/pi = (R] \jt+U—) (wo+Wi) 

p2/p2 = ( R n - + t / ~ j (w0+w2) 

so that pressure continuity yields the relation 

(A-6) 

+ M l ^ i ] n ( r _ | l ) + P i ^ l n ( ( f _ X ) + ( ? l _ X ) ) 
2ir ( P1 + P2 

1 f A , / s- A ff(£l> d%\ (1 it- y \ P l ~ P 2 
.w0(f, 0 + w2(f, 0 = — z j l n ( f - $ i ) - — — -

2ir ( P1 + P2 

(A-10) 

ln(f-€i){ 

2TT 
+ M V ) r f * W e , ) +

g ^ < r - t , ) ) (A-ii) 
P1+P2 

On the other hand, when the density discontinuity has passed 
downstream of the source-vortex point, this singularity now 
lies in the region of density p2. The analytic formulation of 
the solution is not altered, the only modification is the inter
change of indices 1 and 2 when they refer to the fluid densities 
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and the regions of validity of the solutions. Therefore for £1 ff/t ^ ^ 
< X the solutions may be written down directly w0(f, /) + w2(f, t) = ^ J ln(f- £1) 

^(r . / ) + wl(f.o=^«[in(r-w _a^ln((r_X)+(?i_X) 
^ >.• P1+P2 

+ S " ( f - W ] +il<I^U_w_£1ziSln(f_M+8l_J 
, ^ Z7T (̂  P1+P2 ) 

+ ^ % ^ i i ) l n ( r - ? 1 ) - ^ l n ( f - ? 1 ) | (A-12) . (A-13) 
2TT ( P1+P2 ) 
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The Interaction of Coherent 
Vortices With Short Flat Plates1 

(Data Bank Contribution*) 

The interaction between a vortex and a small plate, are studied experimentally in a 
water tunnel using a computer-controlled laser-Doppler velocimeter. The interaction 
is proved to be a strong source of secondary and tertiary vorticity, the formation 
of which can be controlled by a selection of the plate dimensions, and cross-sectional 
shape. It is demonstrated that shorter plates with sharp edges are more efficient in 
breaking up oncoming vortical structures, while they create lower levels of secondary 
and tertiary vorticity. Such devices could be employed to control the amplitude of 
pressure fluctuations and the generation of noise in many practical applications. 

1 Introduction 
In the past decade, fluid mechanics research has seen a 

renewed emphasis in a new and exciting area, the control and 
management of fluid mechanics phenomena. This was pursued 
via passive and active devices. A typical example is the control 
of vortical structures in a turbulent boundary layer. One idea 
pursued by many investigators in the early 80's was to insert 
a thin flat plate in the boundary layer in order to break up 
the large vortices. It was proven that such plates and other 
similar devices influence greatly the subsequent development 
of the turbulent boundary layer, for distances as large as fifty 
boundary-layer thicknesses downstream. Such devices are 
known today with the acronym LEBU for "Large Eddy Break 
Up" devices. The reader can trace the early contributions in 
Bushnell (1984). 

LEBU's should not be considered only as means of reducing 
drag in turbulent boundary layers. The success of such devices 
in breaking up vortical structures could be exploited in a variety 
of engineering applications. For example, vortex manipulators 
could improve the operation of hydraulic machinery at off-
design operation, or alter the sound generation characteristics 
of helicoper rotors, or ship propellers. 

In most of the early experimental contributions on the topic, 
measurements were made downstream of the LEBU to assess 
the effect on skin friction. It was found that considerable 
reductions in skin friction can be achieved but the overall net 
effect on drag is questionable, because such devices introduce 

'This paper is dedicated to Professor W. R. Sears on occasion of his 80th 
birthday. Professor Sears' cheerful spirit in the search of the unknown and his 
love of fluid mechanics is being transmitted to many lines of investigators. The 
present authors have been fortunate to become members of one of these lines. 

2Present Address: Institute of Fluid-Flow Machinery, Polish Academy of 
Sciences, Gdansk, Fiszera 14, Poland. 

'Present Address: NASA Ames Research Center, Moffet Field, CA 94035. 
•Data have been deposited to the JFE Data Bank. To access the file for this 

paper, see instructions on p. 794 of this issue. 
Contributed by the Fluids Engineering Division for publication in the JOURNAL 

OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
July 22, 1992; revised manuscript received September 17, 1993. Associate Tech
nical Editor: F M. White. 

form drag. A recent review of contributions on the topic is 
found in Anders (1990). In all the experimental studies ref
erenced there, no information is supplied on the flow properties 
in the immediate vicinity of the device. In the present contri
bution, we try to fill this void by presenting velocity and vor
ticity data upstream, over, and immediately downstream of 
short flat plates. The spirit of this effort is in line with the 
work of Sears (Sears and Kuethe, 1939; Sears, 1940) who first 
investigated the interaction of flow disturbances with solid 
bodies and to whom this paper is dedicated. 

All earlier experimental investigations of LEBU effects were 
conducted so far with fully developed turbulent boundary lay
ers. It was therefore impossible to identify and track individual 
vortices and observe their breakup by a LEBU. In the present 
contribution, we create a row of coherent vortices and allow 
them to interact with a flat plate. Moreover, the vortical struc
tures upstream and downstream of the plate are scaled up in 
comparison to turbulent-boundary-layer-flow structures, thus 
allowing us to perform detailed, local measurements. A similar 
study of coherent isolated vortices and their interaction with 
small cylinders and flat plates has been reported by Homa et 
al. (1988). In this study, the authors employ flow visualization 
techniques which help them identify the phenomenon of sec
ondary vortex formation. In the present study, we provide 
ensemble-averaged LDV measurements for such fields. Rock
well and his coworkers (Rockwell, 1983) laid the foundation 
for the interaction of coherent vortical structures with sharp 
edges. However, in Homa et al. (1988) the vortices are self-
propelled. There is no mean flow. As a result, the interaction 
of one of the two vortices with a plate induces a reversal in 
the direction of the motion of the primary and secondary 
vortices. This is unlikely to occur if vortices are drifting with 
a stream. 

Analytical and numerical efforts have actually been reported 
on the flow structure around a LEBU (Dowling, 1985; Balak-
umar and Widnall, 1986; Kinney et al., 1988). In such studies 
the effect of devices on fluctuating quantities are reported, but 
usually these are constrained by simplifying assumptions. Kin-

590/Vol. 115, DECEMBER 1993 Transactions of the ASME 

Copyright © 1993 by ASME
Downloaded 02 Jun 2010 to 171.66.16.106. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



ney and his co-workers provide some information on the de
velopment of vortical structures but these are very limited. 

There is a body of literature on problems related to the 
present but with geometries which involve very long walls. For 
example, Doligalski and Walker (1984) explored the interaction 
of a discrete vortex with an infinite flat plate and studied the 
generation of secondary vorticity. The interaction of vortical 
structures with the sharp edge of a wedge is the topic of in
vestigations by Ziada and Rockwell (1982) and Kaykayoglu 
and Rockwell (1985). A comprehensive review of earlier con
tributions on this topic is given by Rockwell (1983). 

A review of the literature already cited indicates some unex
plored issues. Homa et al. (1988), with their flow visualization 
method, have captured the vorticity shed from the leading edge 
but did not report on the vorticity shed in the form of a shear 
layer from the trailing edge of the LEBU. On the other hand, 
Dowling (1985) modeled analytically the vorticity shed at the 
trailing edge but ignored the leading edge effect and the stall 
vortex. Here we provide quantitative information on the vor
ticity shed from both the leading and trailing edge and inves
tigate their interaction with the disturbing vortical structure. 
We present laser-Doppler velocimetry data for a variety of 
plates interacting with a street of coherent vortices. These data 
were conditionally averaged and subsequently extrapolated via 
a modified Taylor's hypothesis to provide quasi-instantaneous 
frames of phenomena developing in time. 

2 Experimental Setup and Facilities 
The experiments were carried out in the VPI water tunnel 

(see Koromilas and Telionis, 1980 for the details of the tunnel 
construction), with a free-stream speed U, equal to 12.5 cm/ 
s. Vortices were generated by a NACA 0012 airfoil of chord 
length, C, equal to 101.6 mm, pitching about its quarter chord. 
The sinusoidal pitching motion had an amplitude of ± 10 deg 
about the airfoil position corresponding to a zero degree angle 
of attack. The airfoil was driven by a DC motor, through a 
four-bar-linkage system. The initial point of each cycle of the 
pitching motion was detected by an optical sensor mounted 
on a rotational part of the pitching mechanism. 

A number of thin plates, having different dimensions and/ 
or shapes, were mounted in the tunnel as target elements 
undergoing vortex-body interaction. Each plate was located at 
a distance, A/ = 2.375 C downstream of the neutral position 
of the trailing edge of the pitching airfoil (see Fig. 1). The 
offset of the plate position, Ah, with respect to the axis of the 
pitching airfoil could be adjusted for each experiment. The 
angle of attack of the plate was always equal to zero degrees. 

Measurements were carried out using a two-component, 
three-beam, He-Ne laser-Doppler velocimeter (LDV), arranged 
in a back-scatter mode, interfaced with two counter-type signal 
processors. Bragg cells made it possible to detect reversed flow. 
The velocity signals were stored on mini-disks for further cal
culations. The velocity measurements were carried out within 
the rectangular domain -0.20<x/C<0.90, - 0 . 4 5 < j / 
C<0.30. The origin of this coordinate system was located at 

M-/L/j////yj//////,'///.//,'////y////////////LL 

304.8mm 

C=152,4mn )f Al H^c^f-

wld-th=£54mm 
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Fig. 1 Schematic of the test section showing the pitching airfoil and 
the target plate 

the leading edge of the target plate (Fig. 1). The displacement 
of the LDV measuring volume along rows and columns was 
executed by two computer-controlled stepping motors. Linear 
transducers were employed to provide a direct feedback of 
position. In this way, the measuring volume was positioned 
with an accuracy of 10~2 mm. 

Each velocity data set along a station consisted of data 
recorded at points separated by Ay/C= 0.0187, and along two 
vertical columns at a distance from each other Ax equal to Ay. 
At each point, 200 instantaneous values of the velocity com
ponents were obtained to describe the time history of the ve
locity during one pitching period. In order to eliminate random 
fluctuations, the time histories were conditionally averaged 
over 20 periods. The averaging process was triggered at a fixed 
phase of the pitching motion. For each measuring point, the 
data set was supplemented by the free-stream velocity value 
U, measured by a separated LDV unit, at a point located 
upstream of the pitching airfoil. Instantaneous values of the 
velocity components were thus reduced on line by the free-
stream velocity. This experimental hardware and software was 
developed earlier by Wilder et al. (1990). 

Phase-averaged velocity data obtained along a station, con
sisting of a pair of columns, were smoothed and employed to 
calculate vorticity, according to the standard formula, Q = 
dv/dx-du/dy. The random error in velocity measurements 
was less than 3 percent but such errors could significantly 
reduce the uniformity in calculated vorticity components. 

Data obtained along each station were extrapolated for short 
distances both upstream and downstream of the station. The 
extrapolation was achieved by invoking the Taylor hypothesis 
locally, i.e., in accordance with the equation DQ/Dt = 0. 
Vorticity was assumed to convect for short distances with the 
velocity measured locally. In other words, vorticity at short 
distances upstream and downstream of a station, x0 was cal
culated by assuming that the vorticity at a point (x0, y) is 
displaced unchanged by the local velocity u(x0, y), v(x0, y) 
and that these velocity components do not change for a few 
steps Ax, upstream or downstream. It is important to note that 

c = 

c -
N = 
P = 

SN = 

SP = 
NV = 

t = 

chord length of pitching 
airfoil, mm 
plate chord length, mm 
primary negative vortex 
primary positive vortex 
secondary negative vor
tex 
secondary positive vortex 
secondary negative vor
ticity 
time, s 

T = time period of pitching 
airfoil, s 

U = free-stream velocity, cm/ 
s 

u, v = local and/or instanta
neous flow velocity com
ponents, cm/s 

x/C, y/C = position of the measuring 
column with respect to 
the plate leading edge 
(see Fig. 1) 

Ah = plate offset with respect 
to airfoil rotation axis, 
mm 

Al = distance between trailing 
edge of the pitching air
foil and leading edge of 
the plate, mm 

T = circulation, measure of 
fluid transported vortic
ity, cm2/s 

Q = vorticity, 1/s 
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according to the traditional Taylor's hypothesis, vortical pat
terns would displace frozen in space. Here this is assumed to 
hold only locally, and the circulation about small material 
contours is preserved, in accordance to the Kelvin-Helmholtz 
theorem. 

This technique allows us to expand information along a 
station, i.e., a double column of data to eight columns. The 
process can be visualized as opening a "window" onto the 
field (Wilder et al., 1990). Thus, five to seven stations in the 
field can be opened to overlapping windows which thus can 
cover the entire flow field. The effect of viscosity is neglected 
in this process but it is assumed that this is negligible for short 
stream wise distances. 

The experimental uncertainty of the method has been care
fully studied. The bias errors introduced by beam alignments, 
beam angles, processing of the Doppler signal etc. have been 
individually estimated (Wilder, 1991). The overall bias error 
was found to be less than 0.5 percent of the average measured 
quantities. Random errors were also very small. However, the 
actual field contained free-stream turbulence, which on some 
occasions exceeded the level of 1 percent. Calculating vorticity 
from the measured velocity components introduces more un
certainties because of the fact that differences of measured 
quantities are required. To minimize these effects, the exper
imental data were smoothed by the ISML DSURF routine. 
(ISML User's Manual 1987) which is based on the Akima (1978) 
method. It was estimated that errors in the levels of vorticity 
calculated by such methods may be as large as 10 percent of 
the corresponding maximum value. 

It has been known that the vortex wake shed from a pitching 
airfoil forms a double row of vortices with sense of rotation 
opposite to that of the Karman vortex street. The present 
authors have earlier presented extensive data on the wake of 
a pitching airfoil and the character of the vortical structures 
that organize a short distance downstream of its trailing edge 
(Mathioulakis et al., 1985; Poling and Telionis, 1987). The 
data obtained for a free development of the wake indicate that 
the vortices have a circular, or sometimes slightly ellipsoidal 
shape, with a visible core of finite vorticity. The highest Q 
values in the vortex core vary within the limits of ± (12 - 18)s ~', 
depending on the vortex sign. The diameter of the circular 
area occupied by the vortex core is approximately equal to 0.3 
C to 0.4 C. The main vortices are accompanied sometimes by 
smaller vortical structures. The number and location of these 
vortices with respect to the main vortex varied, perhaps due 
to some small, long, periodic or even irregular fluctuations in 
the airfoil pitching motion. This demonstrates the sensitivity 
of the process of vortex shedding to disturbances in the airfoil 
motion (Swirydczuk, 1990). 

The time history of the vorticity crossing the measuring 
column 

O.OO 0 . 2 5 0 . 6 0 0 .76 1.00 

AT, = A,j Qdy (1) 

is shown in Fig. 2. In this plot, two peaks are distinguishable, 
which refer to the passage of the positive, P, and negative, N, 
vortex. The areas defined by the two curves represent the 
positive and negative amounts of vorticity crossing the meas
uring column in one pitching period. Although for each in
dividual diagram these values are slightly different, their 
balance within an error of about 10 percent is a measure of 
both the symmetry of the phenomenon, and the accuracy of 
the measurement. 

3 The Vortex-Plate Interaction 
In the frame of reference attached to the flat plate, the flow 

streamlines downstream of the pitching airfoil present the fa
miliar wave pattern shown schematically in Fig. 3 (Mathiou
lakis et al., 1985). The following events should then be 

ATC o. 

t/T 
Fig. 2 Time history of vorticity passing the measuring column at x/C 
= -0.3000. Uncertainty estimate in vorticity calculation ±0.001. 

~* ~C|5) 
Fig. 3 Schematic sketch of four instances as a counterclockwise ro
tating vortex passes over the flat plate 

anticipated for the flow over the plate. As a positive (coun
terclockwise) vortex approaches, the plate experiences an in
crease in the angle of attack (position 1). In response, it builds 
up negative circulation, while simultaneously it sheds a shear 
layer of positive (counterclockwise) vorticity. Soon, the flow 
separates from the leading edge and a stall vortex develops 
(position 2). This vortex is called secondary vortex by Homa 
et al. (1988). When the disturbing vortex reaches the plate, the 
angle of attack reduces again (position 3). The stall vortex is 
swept away and convects downstream with the disturbing vor
tex and its remnants. Before these vortical structures leave the 
vicinity of the plate, the angle of attack changes sign and 
the trailing edge starts shedding negative vorticity (position 4). 
The negative disturbing vortex is approaching and the events 
are repeated, except that the signs of all quantities are reversed. 

The target plate was mounted in the tunnel so as to meet 
the upper row of vortices shed by the pitching airfoil. The 
plate used in the first part of the experiment had a length c, 
equal to 25.4 mm, and a thickness, b, equal to 1.0 mm. The 
plate location offset, Ah (Fig. 1), was varied within the limits 
of 5 mm to 25 mm. This made it possible to record the inter
action for various relative paths of the center of the vortex 
core with respect to the plate. 

A sequence of instantaneous frames of vorticity contours is 
presented in Fig. 4. In this figure, the approaching counter
clockwise rotating vortex induces same-sign trailing-edge vor
ticity and eventually a strong, negative leading-edge separation 
vortex. In the terminology of airfoil theory this is the stall 

592 / Vol. 115, DECEMBER 1993 Transactions of the ASME 

Downloaded 02 Jun 2010 to 171.66.16.106. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



0.30 -0.20 -0.10 0.00 0.10 0.20 0.30 0.40 0.50 0.60 0.70 0.30 

y/c 

0.20 

0.10 

0.00 

-0.1D 

-0.20 

-0.30 

-0,41 
-0.30 -0.20 -0.10 0.00 0.10 0.20 0.30 0.*0 0.50 0.60 0.70 0.80 

0.401 i i i > i i J T , • • • . • • • • • • i 

+ ^<: 

3.30 -0.20 -0.10 O.OD 0.10 0.20 0.30 0.40 0.50 0.60 0.70 0.9 

+ + 

+ + 

\ + + 

" ) + + ( 

-J + + 

+ + 

+ ' + 

+ + 

+ + 

+ +J 

+ + 

+ + 

+ + 

-
+ + + + <t> = 225" 

> - - ^ 4 — ^ + + + + -

+ + + + + + • 

+>—v + + + + + " 

{+<> y + + + + 

0.30 

0.20 

0.10 

y/C 0.00 

-0.10 

-0.30 -O.ZO -0.10 0.00 0.10 0.20 0.30 0.40 0.50 0.60 0.70 0.80 

x/C 
Fig. 4 Vorticity contours for the 25.4 mm plate, A/i = 10 mm. Thick 
and thin lines represent positive (counterclockwise) and negative vor
ticity, respectively. The levels in positive and negative contour lines 
correspond to dimensionless values of 2,6,10,15,20,30, and 50, starting 
from the open domain. Spatial uncertainty estimate of contours: ±0.01 
C in both directions. 

vortex, but here we will refer to it as the secondary vortex. 
This vortex remains attached to the plate and continues grow
ing until the incident vortex reaches the middle of the plate. 
The incident vortex is cut into two pieces, which appear emerg
ing on the downstream edge, separated by the negative stall 
vortex. The trailing edge vorticity, which we will call here the 
tertiary vortex, is stretched out as shown in the frame <t> = 

'-U.30 -0.20 -0.10 0.00 0.10 0.20 0.30 0.40 0.50 0.60 0.70 0.80 

x/C 

Fig. 4 (Cont.) 

144 deg and eventually merges with the lower half of the on
coming vortex. All three vortical structures are convected 
downstream along an inclined trajectory. 

A very basic issue deserves now some discussion: whether 
vortices of opposite sense could annihilate each other if allowed 
to interact. It is well known that a pair of vortices of opposite 
sense are perfectly compatible and propagate as a pair, with 
no mixing and negligible viscous interaction. A good example 
can be found in Homa et al. (1988). In the present case, we 
have a triplet of vortices, the outer two rotating in the coun
terclockwise direction and the middle one in the clockwise 
direction. These senses of rotations are again compatible and 
yet, the vortices appear to experience considerable reduction 
in strength. We attribute this to a level of turbulent mixing, 
the only mechanism of mutual cancellation of positive and 
negative vorticity. It is also interesting to notice that the three 
vortices emerge from their interaction with the plate very elon
gated in form. But a little downstream, they appear to reform 
axisymmetric patterns, a phenomenon that Melander et al. 
(1982) have identified and termed "axisymmetrization." 

If this device is employed to control a turbulent boundary 
layer, then the mechanism of its operation is probably the 
following. It cuts large vortical structures to smaller pieces 
while simultaneously it generates a vortex of the opposite sense, 
which through turbulent mixing will reduce further the vorticity 
of the turbulent boundary layer. 
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Table 1 Strength of secondary vortex, r luC, downstream of
25.4 mm plate
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Data were also obtained for other I1h displacements and
have been deposited in the JFE Data Bank. Here we only
present some integral quantities obtained from these data. The
dimensionless strength, r I ( UC), of the negative secondary
vortex, obtained by integration, is presented in Table I. It is
apparent that the strongest negative vortices were created when
the primary vortex passes above the plate (l1h == 5 mm), in
qualitative agreement with the results presented by other au
thors (Meier et a!., 1986).

The time history of the vorticity, as calculated by Eq. (1),
crossing a station downstream of the plate is presented in Fig.
5. Positive, strong positive, and negative spikes are present,
in contrast to a uniform structure of the undisturbed case of
Fig. 2.

4 The Effects of Plate Length and Shape. Three target
plates, having chord lengths 25.4, 12.7, and 6.35 mm, were
examined. For all the cases, the plate offset, I1h, was set equal
to 10 mm. A sequence of frames showing the vortical pattern
development over the 6.35 mm plate is shown in Fig. 6. In this
figure we also display instantaneous velocity vectors. Velocity
is measured along a tight grid in the y direction, but here we
present data only along a few points to preserve the clarity of
the figure. It is now clear that large angles of attack are induced
on the irrotational flow about the plate, while the oncoming
disturbing vortex is still at some distance upstream. The on
coming vortex is split again and its two pieces are separated
by vorticity of the opposite sense. However, the magnitude of
the positive vorticity is reduced, compared to the 25.4 mm
plate wake. This is also true for the negative vorticity, i.e., the
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Fig. 5 Time history of vorticity passing the measuring column; Ah =
10 mm, xlC = 0.5250

Fig. 6 Vorticity contours for the 6.35 mm rectangular plate, Ah = 10
mm
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Fig. 7 Vorticity contours for the 12.7 mm rectangular plate, Ah - 10 
mm. Contour definitions as in Fig. 4. 
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Fig. 8 Time history of vorticity for c = 12.7 mm, A/i = 10 mm passing 
the measuring column at (a) x/C = 0.3375; (6) x/C = 0.5250. Uncertainty 
estimate in vorticity calculations: ±0.03. 

secondary vortex induced on the plate because of its interaction 
with the oncoming vortex is also smaller compared to the longer 
plates. 

A sequence of little vortices is observed drifting along the 
direction of the local velocity, namely inclined upward when 
a counterclockwise vortex is interacting with the plate and 
downward when a clockwise vortex is interacting with the plate. 
These vortices are vaguely reminiscent of Kelvin-Helmholz 
vortices. However, unlike K—H vortices, the present sequence 
has an alternating sense of direction. Moreover, their wave
length is about two orders of magnitude smaller than the K- H 
wavelength. A rough estimate of the latter could be given by 
L = 2-K/OL where the wave number a is equal to 0.446 (dw/2) 
and the vorticity thickness, 8w, can be assumed equal to the 
thickness of the vorticity layer shown in Fig. 6. Here we es
timated from the second frame, <f> = 135 deg, that the thickness 
of the layer of the series of vortices is comparable to the chord 
of the plate. 

Due to lack of space, we present in Fig. 7 only one frame 
of the wake of the 12.7 mm plate. The pattern is similar to 
the ones discussed earlier. The intensity of the vortices down
stream of the plate is a little larger than for the case of the 
shorter plate. In Fig. 8 are shown the circulation history dia
grams obtained at x/C = 0.525 for the 12.7 mm plate. The 
peak corresponding to the secondary vortex is less regular in 
Fig. 8(a) than in Fig. 6. The secondary vortex in this case 
disintegrated sooner than the one created behind the 25.4 mm 
plate. For various values of x/C, its strength, is given in Table 
2. 

For the shortest plate (c = 6.35 mm), the vorticity contour ' 
image was even less regular. The amount of negative vorticity, 
produced during the vortex-plate interaction, was too small to 
create a regular negative vortex. The result was that the core 
of the primary vortex was cut apart by a sequence of small 
irregular areas of negative vorticity. 

Apart from the rectangular cross-section, two other shapes 
of the target plate were examined. One of them was a 12.7 
mm plate with rounded edges. A frame of vorticity contours 
over such a plate is presented in Fig. 9. A schematic of the 

Table 2 Range 
of the 12.7 mm 
x/C 0.2250 

r 0.17—0.21 
UC 

of strength of secondary vortex downstream 
plate 

0.3375 
0.11—0.13 

0.5250 
0.03—0.07 

• 0.7125 
0.02—0.06 

0.9000 
0.03—0.04 

Table 3 Strength T/UC of secondary vortex downstream of 
12.7 mm plate 

x/C 
rectangular 

rounded 
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-0.2106 
-0.1458 
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-0.1304 
-0.0923 

0.5250 
-0.0703 
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-0.0350 
-0.0424 
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Fig. 9 Vorticity contours for a 12.7 mm plate with rounded edged, Ah 
= 10mm. Contour definitions as in Fig. 4. 
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Fig. 10 Vorticity contours for the 6.35 mm plate with sharp edges, Ah 
= 10 mm. Contour definitions as in Fig. 4. 

plate shape is included in the frame of the figure. These patterns 
should be compared with those of Fig. 7, which were obtained 
with a plate of identical chord length but with rectangular 
corners. Apparently the plate with rounded edges reduces the 
peaks of both positive and negative vorticity. The strength of 
the negative vorticity calculated by integration at downstream 
stations is presented in Table 3. 

The most interesting results in this investigation we obtained 
with a 6.35 mm plate which was tapered carefully on both 
sides to form sharp edges. The top and bottom surfaces were 
given a curvature, allowing the shape to merge smoothly into 
wedge-shaped edges. A schematic sketch of the plate is inserted 
in Fig. 10, which presents the frame at <j> = 189 deg over this 
plate. This can be compared directly to the corresponding 
frame of Fig. 7. Although the patterns are very similar, a 
significant decrease in strength of both positive and negative 
vorticity can be observed. 

5 JFE Data Bank Contributions 
The raw data obtained by the authors have been deposited 
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in the JFE Data Bank. The readers will find in the files velocity 
components measured along eight x/C columns for different 
values of the phase angle. Unfortunately, due to lack of com
puter space, it was not possible to save all realizations of 
velocity records. The data were ensemble averaged on the line, 
while the experiment was in progress. The readers can use these 
data to explore in their own way the physics of the problem, 
plot results in whatever form they see fit, calculate vorticity 
and reconstruct vorticity contours. 

The data files contain all the data employed in the construc
tion of the figures of this paper, as well as many more data 
which could not be represented by figures due to lack of space. 
Complete data sets are included for the three plate chords, for 
rectangular, rounded and sharp-edged plates. The files also 
include instructions on the data format. To access the file of 
this paper, see instructions on p. 794 of this issue. 

6 Conclusions 
Velocity measurements were obtained over short plates dur

ing their interaction with oncoming coherent vortices. It was 
proved that the phenomena developing in time, are repeatable 
within the accuracy of the measuring devices employed. This 
allowed us to reconstruct the entire field by measuring at each 
point in space during different realizations of the motion. We 
were therefore able to construct "quasi-instantaneous" vor
ticity fields. 

Our results describe the detailed structure of the interaction 
of a vortex with short flat plates. The vorticity shed at the 
trailing edge of the plate in response to its changing circulation 
and the vorticity building up into the stall vortex are captured. 
All these vortical structures are shed and interact with the 
remnants of the oncoming vortex. 

It was demonstrated that shorter plates are more efficient 
in reducing the strength of the oncoming vortices. Moreover, 
they produce secondary vorticity with smaller magnitudes than 
do longer plates. Finally, a short tapered plate with sharp edges 
proved to be the most efficient attenuator of the oncoming 
vortical structure. 
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Eigen-Functions of Linearized 
Unsteady Boundary Layer 
Equations1 

The Lam and Rott theory of linearized unsteady boundary layers is revisited, and 
some new results are obtained. The exact outer eigen-solution for a flat plate found 
in the original paper is shown to be a special case of the Prandtl-Glauert transposition 
theorem. The streamwise coordinate-dependent factor of the inner eigen-solutions, 
first found by M. E. Goldstein for the flat plate, is generalized for arbitrary pressure 
gradients. 

1 Introduction 
In 1960, we did research on unsteady laminar boundary 

layers under the general supervision of Professor William R. 
Sears in support of his comprehensive research program on 
steady and unsteady aerodynamics (Sears, 1956), and issued a 
Cornell University Graduate School of Aeronautical Engi
neering Report (Lam and Rott, 1960) entitled "Theory of 
Linearized Time-dependent Boundary Layers." This report 
derived, for the first time, eigen-solutions to the linearized 
unsteady laminar boundary layer equations. In addition, it 
showed that the "low-frequency" series solution obtained has 
an infinite radius of convergence, and computed 15 terms of 
this series. Even though it was never published in the open 
literature, this work has been noted, used and extended by 
several authors. Ackerberg and Phillips (1972) noted that Lam 
and Rott anticipated the use of matched (asymptotic) ex
pansions," and presented an alternative analysis supplemented 
by direct numerical solutions of the governing partial differ
ential equations using a finite difference method. Later, Gold
stein (1983) pointed out that the Lam and Rott eigen-solutions 
accounted for nonparallel flow effects—and thus provided the 
mechanism to progressively shorten the long wavelength com
ponents of upstream disturbances to match the shorter wave
lengths of the Tollmien-Schlichting waves downstream. He 
showed that the "lowest order asymptotic eigen-solution of 
the unsteady boundary-layer equations turns into a spatially 
growing Tollmien-Schlichting wave." In addition, he pointed 
out that, for the flat plate case, both previous works missed 
a power law factor in the eigen-solutions, and showed that this 
missing factor is important in the calculation of higher order 
terms. These eigen-solutions were found to be useful (Gold
stein, Sockol and Sanz, 1983, Kerschen, 1990) in the study of 
the receptivity of boundary layers (Reshotko, 1976). 

In other developments, Brown and Stewartson (1974) studied 
the leading order linear partial differential equation which 
governed the Lam and Rott eigen-solutions, and constructed 
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an "exact solution" for a model problem in terms of a contour 
integral using Laplace Transform. They showed that the "most 
significant exponentially decaying term" of the asymptotic 
representation of this exact analytical solution far downstream 
was in agreement with the Lam and Rott results. Van Dyke 
(1974) cited the 15 terms Lam and Rott low-frequency series 
solution as a rare example in analytical mechanics of a series 
solution with infinite radius of convergence. 

It is now a third of a century since the original Cornell 
University report appeared. We are rewriting this work to 
honor Professor William R. Sears on his 80th birthday, and 
to acknowledge to him our debts for his inspirations, friendship 
and support throughout the years. Originally, we had planned 
to simply edit the original manuscript and to publish it without 
changing the technical content. However, it seemed appro
priate to refer to developments since 1960, and in the process 
of editing and rewriting, some new results were obtained. In 
particular, our original "exact" outer eigen-solution for the 
flat plate case is found to be valid for arbitrary pressure gra
dients. In addition, the streamwise coordinate-dependent fac
tor of the inner eigen-solutions, missed by all investigators 
prior to 1983, is rederived here without requiring that pressure 
gradient of the basic steady flow be zero. 

2 Statement of the Problem 
The laminar, constant property, two-dimensional time-de

pendent boundary layer equations are: 

du dv „ 

dx ay 

and 

where 

Idp d\t_ 
dx ' " dy p dx dy2 

du du du 

_]_dpj_u^+u at/. 
p dx dt °° dx 

and Um, the freestream velocity, is given by 

(la) 

(lb) 

(lc) 
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Ua,(x,t) = U0(x)+eUl(x)exp(-iut) (2) 

where U0 (x) and U\ (x) are given functions of x and e is a 
small dimensionless parameter. For the sake of simplicity, the 
frequency o is considered real and positive. 

Since e is small, we express u and v as follows: 

u = U(x,y)+eu'(x,y,t)+0(e2), (3a) 

v=V(x,y)+ev'(x,y,t) + 0(e2), (3b) 

where (U, V) is an exact steady-state solution and (u ' , v') 
represents the time-dependent perturbation. The equations 
governing ( « ' , v') are linearized: 

du' dv' 

dx dy 
= 0 (4a) 

and 

du' 

~~dl 
+ U 

du 

where 

„ +V + u 
ox dy 

1 dp' 
- - - r - = exp( - ;co/) (-iuUi+(U0Ui)x 
p dx 

dU 

dx 

+ v' 
dU 

dy' 

1 dp' 3 V 
— ~T- + v -r-T" (46) 

(4c) 

For later convenience, we differentiate (4b) with respect to y 
to obtain: 

du'v ,du'y .dUy 

dt dx dy 

dUy 

dx 
L+y 

dU, d2u' 

dy dy2 (5) 

It is important to note that the boundary layer approximations 
are assumed to be valid for the perturbation velocities. In 
particular, u'y » v'x is assumed. Under this approximation, 
u'y can be interpreted to be the perturbation vorticity, and (5) 
can be interpreted to be the linearized vorticity equation. The 
initial and boundary conditions for this parabolic partial dif
ferential equation are the standard ones. 

2.1 The Choice of Independent Variables. We write the 
total streamfunction 4> for the flow as follows: 

i, = S/2PXU0 (x)F(x,r,) + ̂ '(x,y,t) (6) 

where the basic steady flow solution F(x, tj) is assumed to be 
known, r/ is the usual nondimensional normal coordinate of 
the basic steady boundary layer, rj = y-\ju0(x)/2vx, and 4>' 
is the streamfunction of the time-dependent perturbation. 

For problems with sinusoidal time dependence, \p' can be 
expressed in terms of only two independent variables, £ and 
77, where £, the reduced frequency parameter, is given by £ = 
ioix/U0(x). For any given basic flow (we shall exclude from 
our consideration the "pure" stagnation point case, i.e., U0(x) 
<x x for all x, which is an exception), £ will be a function of 
x. Hence, for fixed co, the whole range of I $ I from zero to 
infinity is of interest. 

The solution \p' (£, v) when expressed as a power series in £ 
is called the low-frequency series solution. 

For large values of J, an alternative choice of coordinates 
is more appropriate: a = £~1/2 = *Juo(x)/iux, (3 = 
y\li<ji/v. The solution \j/'(a, j3) when expressed as a power 
series in a is called the high-frequency series solution. 

2.2 The Literature in 1960. Special cases of this class of 
problems had already been reported in the literature prior to 
1960. For example, Lighthill (1954) and Illingworth (1958) 
studied the flat plate case. Rott (1956) and Glauert (1956) 
studied the pure stagnation point case. The flat plate case 
presents certain interesting mathematical pecularities, and it 
provided the primary motivation for Lam and Rott (1960). 

The low-frequency solution, a series in powers of £, can be 
straightforwardly calculated. Lighthill and Illingworth com

puted the first two terms, and Lam and Rott computed the 
first 15 terms. In addition, Lam and Rott showed that the low-
frequency series solution has an infinite radius of convergence, 
and proved an uniqueness theorem. 

The high-frequency solution is a series in powers of a. 
Lighthill carried only one term in his calculation, while Il
lingworth carried the expansion to order a3, and included the 
effects of compressibility. His higher-order velocity profiles 
behave like polynomials in /} for /3 large, and Illingworth was 
satisfied that they only blow up algebraically and not expo
nentially. Rott and Rosenzweig (1969) suggested that the high-
frequency solution might have an "inner and outer" structure. 
The Lam and Rott analysis, which was done before the method 
of matched asymptotic expansion became widely accepted, 
showed that the solution had indeed an inner and outer struc
ture for large £, and constructed an uniformly valid composite 
high-frequency solution which satisfied all boundary condi
tions. 

The high frequency series solution for the flat plate is math
ematically an asymptotic solution valid far downstream. The 
question posed by Lam and Rott was: what would be the 
response of a laminar boundary layer far downstream to some 
arbitrary time-dependent perturbation imposed at some up
stream station? The Lighthill and Illingworth high-frequency 
series solution could not answer this question, for their theory 
did not provide the needed degrees of freedom. Noting that 
solutions to initial-value problems for linear parabolic partial 
differential equations is usually expressed in terms of their 
eigen-solutions, Lam and Rott proceeded to look for them and 
succeeded in finding them for the linearized unsteady boundary 
layer equations. In principle, the desired solution far down
stream would then be given as a superposition of these eigen-
solutions on top of the Lighthill-Illingworth high-frequency 
series solution. 

3 The Eigen-Solutions 
Equations (4a) and (4b), with the latter's "forcing term" 

dp'/dx deleted (i.e., setting U\ = 0), constitute a system of 
linear homogeneous partial differential equation. Solutions to 
this PDE system satisfying null freestream and wall boundary 
conditions are called eigen-solutions. We are interested in the 
construction of eigen-solutions when £ is large. 

It is now well established that the large £ eigen-solution has 
an inner and outer structure. In the following sections, separate 
outer and inner eigen-solutions will be found and matched 
with each other. 

3.1 A Special Exact Outer Eigen-Solution. Consider the 
following transformation of dependent and independent vari
ables: 

and 

x*=x, y*s=y-eB(x,t), t„=t, 

u(x,y,t)=ut(xt,y*,tt), 

(la) 

(lb) 

v(x,y,t) = v*(x*,yi,t*)+eu*(xt,y*,ti,)Bx(x,t)+eB,(x,t) 

(7c) 

where B(x, t) is any arbitrary differentiable function of x and 
t, and e is a dimensionless parameter which need not be small— 
for the moment. It can readily be verified that u,(x*, y*, t*) 
and «* (x*, y*, t*) satisfy the unsteady boundary layer equa
tions in the transformed variables (for the same externally 
imposed pressure gradient). In other words, the unsteady 
boundary layer equations are invariant under this transfor
mation. Hence, a special exact solution is: 

••U(x*,y,), vt = V(xi„y»). (8) 
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Physically, this result says that the effects of a flexible wall 
with time-dependent motion located at ym\\ = eB(x, t) can 
be removed by a coordinate transformation—provided that 
the movements of the wall do not disturb the externally im
posed pressure gradient. This special property of the boundary-
layer equations was first noted by Prandtl (1938) for B = 
B(x), and was later generalized by Glauert (1957) for B = 
B(x, z, t) for three-dimensional unsteady compressible flows. 
It is commonly referred to as the Prandtl-Glauert transposition 
theorem. 

If we now assume that'e is small, then (8) can be expanded 
to yield: 

«* = U(x,y) -eB(x,t)Uy(x,y) +0(e2), (9a) 

v^V(x,y)-eB(x,t)Vy(x,y) + 0(e2). (9ft) 

Using (9a), (9b) in (lb) and (7c) and comparing the results 
to (3a) and (3*), we obtain: 

u'(x,y,t) = -B(x,t)Uy(x,y) + 0(e2), (10a) 

v'(x,y,t) = [B(x,t)U(x,y)]x + B,(x,t) + 0(e2). (10ft) 

Equations (10a) and (10ft) satisfy (4a) and the homogeneous 
version of (4ft) exactly—for any differentiable but otherwise 
arbitrary B(x, t)—as can be verified readily by direct substi
tution. Note that u' is null as required at the edge of the 
boundary-layer (y — oo), but the no-slip condition is not sat
isfied at the wall (y = 0). 

This special exact solution for the flat plate case ((10a) and 
(10ft)) was first found by Lam and Rott, and was used as part 
of the outer solution in their flat plate high-frequency analysis. 
The fact that it is a valid outer eigen-solution for the general 
case (without requiring the basic pressure gradient to be zero, 
or the frequency to be high), and that it was in fact the line
arized version of the Prandtl-Glauert transposition theorem, 
was discovered only during the rewriting of this paper. Note 
that it possesses no degree of freedom to accommodate for 
arbitrary upstream initial conditions, hence it cannot be used 
to represent their effects downstream. Nevertheless, we shall 
call it the outer eigen-solution because it will be used as the 
outer solution to match with the inner eigen-solutions. 

3.2 The High-Frequency Inner Eigen-Solutions. Let the 
perturbation eigen streamfunction \p' be expressed as follows: 

^'(x,y,t) = exp(- iu>t)exp 
P* Kdx'Y 

J o(x')) 
P(x,y) (11) 

where Kisa dimensional (complex) constant to be determined 
and o(x) is the slope of the basic steady stream wise velocity 
profile at the wall: 

o(x)^(Uy)y^. (12) 

We have: 

'" by 
exp(-*W)exp 

p Kdx' 

J o(x') 

3f_ 

' dx '' 

exp(-icoOexp 
/P* Kdx' 

\) o(x') 
| P + P , 

(13a) 

(13ft) 

When o is sufficiently large, a thin inner layer of thickness /3 
= 0(\) is expected adjacent to the wall to accommodate for 
the no-slip boundary condition. It is clear that in this thin 
layer, the unsteady term, the viscous term, and the convection 
term of the boundary-layer momentum equation must all play 
a role. 

Using (13a) and (13ft) in (5), we obtain: 

•iuPyy + - UPyy-
o 

vfyyyy — (J (14) 

where the unsteady, viscous and one of the if-dependent con
vective terms have been placed on the left hand side, while all 
the remaining (convective) terms are placed on the right hand 
side and are collectively denoted by Q: 

Q^Uyy[Px + -P UPyyx '"yyy '-'xyPy (15) 

In the vicinity of the wall, the basic steady velocity profiles 
can be expressed as follows:2 

1 dU2
0 

U=ay---—^y^ + 
1 do1 

4v dx 

2 dx \2v dx 

48e dx 
/ + • • 

2V-; 
1 j 2 2 

1 d a 
240c dx 

Using (16a), (16ft) in (14), we obtain: 

( - /co + Ky)Pyy- vPyyyy = Q 

where 

Q = Q-- (U-oy)Pyy. 

? + • 

(16a) 

(16ft) 

(17) 

(18) 

We now introduce a new set of dimensionless independent 
variable x and f to replace x and y: 

x y 
X~L> f ' h + -£ 

(19) 

where L is the characteristic length of the basic steady flow 
problem, and lk and Ak are constants to be determined. We 
obtain: 

'sr 
fcoAJt KAl At 

where 

+ — ( f - W G = - - Q 
V V I V 

GmPt, 

and is proportional to the vorticity of the perturbation. 
To simplify (20), we choose: 

KAl . .. v 
1, orK= 

A*' 

icoAit 
&. or Ak 

V ( ~ f t ) \ - I T / 4 
.1/2 ' e 

V \ U> 

so that (20) becomes, for small y (near the wall): 

A4 

£ < f ) ( G ) = - — Q 

(20) 

(21) 

(22a) 

(22ft) 

= <*iQi + e/aQi + 0(eklek2) 

where £ ( n (* ) is the self-adjoint Airy operator 

d2 

and Qi and Q2 are given by: 

& - ( r - r * ) J V 

1 do 

o dx 

1 
U-SkYKPttt-

a-M2 

12 
pn+p 

1 dU0 
Q>mlj0-rt{P~2«-VP" 

The dimensionless parameters ekl and ek2 are given by: 

(23) 

(24) 

(25a) 

(25ft) 

It is essential that the term proportional to yA in U be kept in this analysis. 
The omission of this term was responsible for the failure of the earlier analyses 
(Lam and Rott, 1960; Ackerberg and Phillips, 1972; and Brown and Stewartson, 
1974) to obtain the correct x-dependent factor for the leading order eigen-
solution. 
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*ia(x)i 

w3"L 

U2 

^w-i^wh-w^-8"4 (25c) 

1/271 ( - r* ) 1 / 2 e"" / 4 . (25c?) 

In general, the magnitude of the ratio ek2/eki is a large number: 

flit TT r~\ wU° 
vo 

(26) 
(-r*)-

In the limit of asymptotically large «, both parameters e^ and 
ek2 are small—provided that & is 0(1). Expanding G, 

G = G (0 ) + e;t,G
<1) + ewG(2) + . (27) 

we obtain the governing ODE for the leading order term: 

£ < n ( G ( o ) ) = 0 . (28) 

It is straightforward to show that the boundary conditions for 
G (0) (x, f) are (under the boundary-layer approximations): 

lim G ( o ) (x , f ) -0 , (edge condition), (29a) 
y-a 

G | o ) ( x , f - ^ ) = 0, (wall condition). (29b) 

Integrating (28) with respect to f once, recognizing that G (0 ) 

= P$', and imposing (29i>) and the no-slip condition at the 
wall, we obtain: 

P$-{Plo) + P{o) = 0 (30) 

which shall be found useful later. 
The solution of (28) can in general be expressed as linear 

combinations of Airy Functions A, (f) and Bt (f) (Jeffery and 
Jeffery, 1972). Only A(f)> which decays exponentially for 
larg(f)l < 7r/3 and oscillates and decays algebraically for 
arg(f) = 7r, is consistent with the above boundary conditions. 
Discarding3 -B,(f)> we have: 

G^ = a{x)Ai(t) (31) 
where the amplitude factor a(x) may indeed depend on x was 
first pointed out by Goldstein (1983). The only requirement 
at this point on a(x) is that it be smooth and differentiable 
when x = O(l). 

The edge condition (29a) requires arg(f) < ir/3 as y — a>. 
The phase of the right-hand side of (22Z?) had been chosen to 
satisfy this requirement—with the understanding that square 
roots of positive real numbers are positive and real. The f* are 
the eigen-values for this problem, and they are determined by 
(29Z?) to be the zeros of dA,/d£—which all lie on the negative 
real axis. Ordering them in ascending magnitudes, we have: 

i o = - 1-019, ft = - 3 . 2 4 8 , ft = - 4 . 8 2 0 , fr= - 6 . 1 6 3 , 

f4 = -7.372, . . . 

Note that I & I is proportional to k2n for large k. In principle, 
G should be represented by a linear combination of G^'s, each 
of which is associated with its own f*. In what follows, the 
G's we deal with are G^'s but their ^-subscripts are omitted 
to minimize clutter. 

We can compute Py0) and P ( 0 ) from G (0) by direct integra
tion: 

p(°> 
p(o)_±J_. a(x) r AM'W, 

0) = a(x) \ (f-f'M,-(f'W. 
Jft 

(32) 

(33) 

3In the original report, Lam and Rott had noted that if B,(i;) were kept, a 
continuous spectrum of eigen-values would exist. The corresponding eigen-func-
tions, however, decay only algebraically at the edge of the inner layer. This 
option is discarded because the corresponding matching outer solution is not 
available. 

Note that Pf' is finite as f — °°. In other words, the value 
of u' at the outer edge of this inner layer is nonzero, and an 
outer layer is required to satisfy the requirement that u' should 
be zero at the outer edge of the basic steady boundary layer. 

All G (n ) 's for n > 0 are required to satisfy the same ho
mogeneous wall conditions as G(0>, but are allowed algebraic 
behaviors for their edge conditions in accordance with standard 
matched asymptotic expansion procedures (Van Dyke, 1964; 
Cole, 1968). The leading order matching will be done in Section 
3.4. 

3.3 The Determination of a(x). To obtain an equation 
for a (x), we multiply (23) by A ,• (f) and integrate with respect 
to f from lk to infinity. Since £ ( 0 ( *) is a self-adjoint operator 
and £{®(Aj) =0 , the left-hand side can be shown to vanish 
identically by the use of (29a) and (29b): 

Ai(f)£
ir)(G(t'))d{' = [AiG!-(Ai)fi] f* 

+ ( G(f)£ ( f 'Wr ')W=0. (34) 

We have: 

"ft 

(e*]& (W) + e « & W ) M > (J"' )d$' « 0 (35) 
"ft 

which must be satisfied for all x. 
Using (30), (31), (32) and (33) in (35), we obtain, after con

siderable algebra: 

ak dx a dx U0 dx 
(36) 

where Tkl and Tk2 are ^-dependent universal real constants 

3 /*, r _z. -« i T-i — IT hi 
T"=2~2A' r * 2 " ( - f * ) V * 3 ~ 2 

(37a) 

and 

/ * » - ( ( f ' - f t M i ( r ' ) d f ' , Olb) 
Jft 

/ * i = 7 - ( ( f ' - f t ) 4 >4?(r ' )d f ' , (37c) 
ho Jik 

/ * 2 - 7 " f ( f ' - f t ) 2 ^ ? ( f ' W . (37rf) 
ho Jik 

i r rf" 
ia'-r A-(f) (r'-r'M/ti-'Wrff- 07c) 

lk° Jft Jft 

Integrating (36), we obtain: 

ak<*ar*iexp ( - iTkl j II , ^ 2 dx\ . (38) 

When U0 = constant, (38) reduces to the flat plate results 
obtained by Goldstein (1983) and Goldstein, Sockol and Sanz 
(1983). 

3.4 Matching the Outer and Inner Eigen-Solutions. At 
the edge of this inner layer (y — o°), we have from (32): 

P < ^ ( x ) - l i m P « 0 » = ^ Q , 
y-m t\k 

where Ck, which depends only on k, is: 

C * - ( A,W)dt'. 

09a) 

(39b) 

Matching the values of u' given by (10a) and (13a) at the 
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junction of the outer and inner layers, we obtain, after using 
(22a), (22b) and (26) to eliminate K and 11̂ . in favor of physical 
parameters: 

B(x,t)<x exp -i[ut + - \ T^^rrdx 

xexp ( - 1 + /) 
3/2 T 

(2») 1 / 2(-^) 3 / 2 

r rk2 dus
0 

J 2<r2 dx 

J (T(X + . . (40) 

It is seen that the leading effect of nonzero pressure gradients 
is to introduce a purely oscillatory factor (with a comparatively 
much longer wavelength) into the boundary-layer eigen-solu-
tions. 

4 The Low-Frequency Series Solution 
We shall also present the Lam and Rott analysis of the low-

frequency series solution here because the mathematics used 
is interesting and is similar to that used in the previous sections. 

Let the perturbation streamfunction \p' be expressed as fol
lows: 

CO 

*'=ex.p(iut)y/2rxU0Ul 2 (2^)"gi")(v)- (41) 
n = 0 

Restricting our attention to the class of problems defined by: 

t / . W « / , (42a) 

UiWocxTiexpyumi J jf^rj (42b) 

we can obtain a system of ODE's for all the g ( n ) 's . The ODE 
f o r g e ' s for n > 2 is: 

g%> + (l+m)Fg£>-2(n(l-m)+(m + ml))Fr,g}l 
(n) 

+ ((2n+l)(l-m)+2ml)F7,7lg
M 

=gil"~1) + >n1(Fngil"">^Fvr,g^-1)), « > 2 (43) 

where F(t)\ m) represents the basic steady similar solution. The 
boundary conditions are: 

g("'(0) = ^" ,(0) = 0, *<B)(oo)=0, « a l . (44) 

Lam and Rott numerically computed 15 terms of this series 
for the special case of a flat plate with m = m{ = m2 = 0. 
In addition, the leading approximation to g(n) for asymptot
ically large n was obtained as outlined below. 

For large n, a new independent variable r is introduced to 
replace ij: 

r=(2(\-m)nA)v\ A=F„(0). (45) 

The basic solution F(ij) can be expressed in terms of r as 
follows: 

FW= — +--- = 2{2(l-m)nf<i + . (46) 

We now express g(n) formally in terms of a set of basis functions 
Zk's: 

g'-^tthD^Z^Hr) (47) 

where the bk's are constants independent of n, and Dk
n) is a 

function of k and n to be determined. Substituting into (43), 
we obtain for n » 1: 

Z^-TZ{
T

k) + Zw = -zkZ^k) + 0(n-l/3) (48) 

where zk is given by 

Zk = (2(\-m)nA)inDk
n) 

and is required to be independent of n. Note that mx and m2 

do not appear in either (48) or (49), indicating the results 
obtained below are valid for arbitrary Ux. 

Solving (49) for Df', we obtain 

D (»), 1 
(50) 

'[zk]"[n\]2n[2(l-m)A]2n/3' 

The presence of the [«!]2/3 factor in the denominator indicates 
that the low-frequency series is an integral function of 2/3 
order (Copson, 1955) and has an infinite radius of convergence. 
Differentiating (48) with respect to T, and introducing a new 
independent variable z by 

z = zk + r (51) 

we obtain: 

£< Z )(Z<|»)=0. (52) 

The boundary conditions can be shown to be: 

lim Z ^ ' U J - O , (edge condition), (53a) 

Zizl (z = zk)=0, (wall condition). (536) 

Again, the solution Z^ is the Airy Function A,(z), and the 
Zk's are the zeros of dAj/dz; in other words, the zk's are negative 
and real, and are identical to the fa's which appeared earlier. 

Since zk appears in the denominator of D^"\ the basis func
tion Z1 associated with the smallest magnitude of zk is the 
most important. Lam and Rott took only the k = 1 term from 
(47) and used the Stirling approximation for the factorial to 
show that theoretically ^" ' (0) should have the following n-
dependence for large n; 

lnlg<">(0)l=Cl + c2« 
In 

In n (54) 

where C\ and c2 are constants. The values of g,, (0) numerically 
computed by Lam and Rott were found to be reasonably ac
curately represented by this formula for 15 > n > 6 with c( 

= 0.62 and c2 = - 2 . 6 . 
The above result represents only the "inner" solution valid 

near the wall. It can readily be matched to the special exact 
outer eigen-solution obtained earlier to provide an uniformly 
valid eigen-solution. 

5 Summary and Discussions 
In the present paper, we revisit and present the two major 

results of the 1960 unpublished Lam and Rott Cornell Report: 
the uniformly valid eigen-solutions of the linearized unsteady 
boundary-layer equations in the high-frequency asymptotic 
limit, and the leading approximation to terms in the low-fre
quency series solution in the large index limit. In the latter 
case, the presentation here is essentially identical to the original 
presentation; only minor changes were made for the purpose 
of streamlining the presentation. In the former case, however, 
some new results were obtained in the course of the rewriting, 
and they are incorporated into the presentation. 

Firstly, we show here that the special Lam and Rott exact 
"outer solution" for a flat plate is merely the linear version 
of the Prandtl-Glauert transposition theorem which is valid 
for any basic steady flow—with or without pressure gradients. 
Second, their original eigen-solutions did not satisfy the re
quired null boundary condition for u' at the freestream edge. 
In the present work, the special exact outer solution is used 
to match on to their inner eigen-solutions to yield uniformly 
valid eigen-solutions. Third, Lam and Rott did not recognize 
that their (inner) eigen-solutions should have a streamwise 
coordinate-dependent factor—as was pointed out by Goldstein 
23 years later. In the present work, Goldstein (1983) derivation, 
which was limited to a basic steady flow with zero pressure 
gradient, is extended to deal with the general case. 

Under the boundary-layer approximations, the velocity per-
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turbations in the boundary layer generate no pressure response. 
Physically, however, the vertical velocity perturbation at the 
outer edge of the boundary layer will interact with the free-
stream irrotational flow, generating a pressure response. The 
main mathematical consequence of this effect is that the right-
hand side of (29b) will no longer be zero, and the eigen-values 
f* determined by a modified (29b) will become complex. This 
pressure-coupling has been treated by Smith (1979) for the case 
of the flat plate, and is responsible for the "connection" be
tween the boundary-layer eigen-solutions and the Orr-Sum-
merfeld eigen-solutions. • 

The analytical result obtained for a (x) for arbitrary pressure 
gradients is expected to be a useful resource for future studies 
on boundary layer receptivities (Goldstein and Hultgren, 1989; 
Hammerton and Kerschen, 1991; Kerschen, 1993). 
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The Rayleigh Problem for the 
Interior of a Torus1 

This paper contains a description of the low Reynolds number flow inside a torus 
which has been set impulsively in motion about its central axis. The moving wall 
drags with it a primary flow confined to a sheath that grows steadily toward the 
center of the torus cross section. The primary flow in turn produces centrifugal and 
Coriolis accelerations which lead to secondary flows in the cross-sectional plane. 
At very long time the secondary flows subside, and the primary flow approaches a 
condition of solid-body rotation. The present analysis treats this problem in the 
thin-torus limit, where the cross-sectional radius is small compared to the toroidal 
radius, and is restricted to wall velocities small enough to support a low Reynolds-
number assumption. At this level of approximation, the flow is characterized by a 
single dimensionless parameter, analogous to the Dean number. 

Introduction 
Flow inside a toroidal enclosure is found in a number of 

problems of engineering interest. The literature describing such 
flows begins with the celebrated work of W. R. Dean (1927, 
1928), who examined the flow driven by a pressure gradient 
inside a loosely wound helical coil; his results illustrated the 
secondary flow that develops, and quantified the additional 
pressure drop required to pump a given mass flow. His analysis 
forms the starting point for the extensive literature of flows 
in toroidal channels, for both steady and unsteady flows. 
Treatments of the steady-flow case include a variety of nu
merical results (for example, McConalogue and Srivistava, 
1968; Austin and Seader, 1973; Greenspan, 1973; Collins and 
Dennis, 1975; Dennis, 1980; Dennis and Ng, 1982), as well as 
analytical/numerical discussions of multiple solutions in cer
tain ranges of the Dean number (VanDyke, 1978; Yang and 
Keller, 1986). The problems addressed in the unsteady-flow 
case include such flows as those in the human aorta (Lin and 
Tarbell, 1980; Yearwood and Chandran, 1984) and the semi
circular canals of the human ear (Van Buskirk et al. 1976). 
These flows have been studied in a number of papers (for 
example Lyne, 1970; Zalosh and Nelson, 1973; Smith, 1975; 
Munson, 1976). 

More recently (Schuring, et al., 1982), Dean's work has been 
useful in interpreting the flow inside a rolling pneumatic tire. 
The tire-flow studies were motivated by the need to quantify 
the heat-transfer path in which energy generated in the flexing 
tread region is convected by the contained air from the tread 
region toward the rim. 

A central feature of the tire-flow studies was a series of 
airflow measurements made with a three element hot-wire ane
mometer (Rae and Skinner, 1984) inserted through the rim 
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Hot wire posi t ions and 
o r i e n t a t i o n s . Center pos i t ion : 
1 wheel axis (y~) d i rec t ion . Advanced 
p o s i t i o n : 2 wheel axis (y-d i recc ion) , 
3 c i rcumferent ia l (x-) d i rec t ion 

TIME, i 

Cavity a i r speed during t i r e 
spin-up. Tire unloaded. Hot wire 
posi t ion 1. a - abaolute hot-wira speed, 
b - abaolute cavity a i r spaed, c -
r e l a t i v e cavity a i r apaed 

Fig. 1 Hot-wire anemometer measurements (from Schuring, Skinner, 
and Rae 1982) 

into the interior of a tire that was rolling under a preset load 
on a large-diameter drive wheel in the Calspan Corporation's 
Tire Test Facility. During the initial phases of that test pro
gram, the response of a single-element hot wire was examined 
with the wheel held up off the driving surface; the wheel was 
set in motion impulsively by an air motor connected to the 
axle. The result of this experiment is shown in Fig. 1, taken 
from Schuring et al. (1982). The rise time of the wheel's angular 
velocity is about five seconds; during this period, a hot wire 
near the center of the cross section recorded the same speed 
as that of the wheel, indicating that the air it was passing 
through was still at rest. Later, as the air came into solid-body 
rotation, the anemometer signal diminished to zero. This re
sponse could be used for calibration purposes, and to help in 
identifying the signals corresponding to forward and reverse 
flow over the three-element assembly used in the later tests. 

In order to interpret the data of Fig. 1, a search was made 
for the solution of the Rayleigh problem corresponding to the 
impulsive start of the flow in a toroidal enclosure. We were 
not able to find such a solution; all of the papers cited above 
deal with a stationary wall, except for the work of Munson 
(1976), which treats the case of a torus oscillating sinusoidally 
about its central axis. The work presented here is a first step 
toward the construction of a solution for the case where the 
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Fig. 2 Torus geometry and coordinates 

torus is impulsively set in motion about its central axis. The 
solution presented contains the first several terms in an ex
pansion in powers of the parameter analogous to the Dean 
number of the steady, pressure-driven case. Further (numer
ical) studies appropriate for higher values of this parameter 
are under way, and will be reported later. 

The basic equations and the approximations made are pre
sented in Section 1. This is followed by details of the expansion 
procedure. The leading term of the primary flow in the thin-
torus limit is the same as the classical solution for the tem
perature distribution in a cylindrical bar subjected to a step-
function surface temperature change (Carslaw and Jaeger, 
1947). The higher-order terms are found by a Crank-Nicholson 
procedure and by a set of quadratures similar to those that 
apply for the pressure-driven case. For that case the leading 
term of the primary flow is the parabolic Poiseuille profile, 
and the quadratures can be expressed in simple form. In the 
present case, the leading term is a Fourier-Bessel series, and 
the resulting quadratures are done numerically. Section 3 con
tains numerical results showing the time development of the 
velocity patterns, and the final section is addressed to exten
sions of this work that are needed to more closely approximate 
the real tire flow, which involves much higher Reynolds num
bers, more complex cross-sectional geometry, and a larger 
value of the ratio of the cross-sectional radius to the wheel 
radius. 

In preparing this work, the first author has again had many 
occasions to recall the wonderful years spent learning fluid 
mechanics from Bill Sears, and to reflect on his many contri
butions to the fields of viscous and boundary-layer flows (Sears, 
1948,1954) and of small-perturbation expansions (Sears, 1950, 
1954), as well as his deft use, in the classroom, of the Rayleigh 
analogy to explain the physics of boundary-layer development. 
The present work is offered with great thanks as evidence that 
the directions he suggested then are still being applied by his 
students today. 

1 Basic Equations 
Figure 2 shows the coordinate system introduced by Dean 

(1927); 6 is the circumferential angle in the direction of wheel 
rotation, while \j/ and r are polar coordinates in the cross-
sectional plane. The radius of the centerline of the torus is 
denoted by R, while a is the radius of the cross section. Note 
that these coordinates are fixed in space; the torus is set in 
motion relative to this system. 

In the thin-torus limit a< <R, the equations are the same 
as those of Dean (1927), with the addition of time derivatives 
in the momentum equations («, v, and w are velocity com
ponents in the r, \p, and 6 directions, respectively): 

du u 1 dv 

dr r r dy 

du du v du v2 w2 cos \p 

dt " dr +r d\p~ r~ R 

-I dp v d (dv v 1 du 

p dr r d\p \dr r r d\j/ 

dv dv v dv uv w2 sin ii< 
dt dr r d\p r R 

-I dp d (dv v I du 
—+v— — + 

pr dip dr \dr r r dif/ 

dw dw v dw 
dt dr r d\p + v 

d2w 

a7~ r dr r dip 
1 dw 
7# 

Here p, p, and v are the pressure, density, and kinematic 
viscosity; w will be referred to as the primary flow, u and v 
as the secondary flow. A stream function can be defined for 
the secondary flow: 

_zl§£ _L<H 
U~ Rr df V~Rdr 

The equation satisfied by this stream function is found by 
eliminating the pressure between the two secondary-flow mo
mentum equations. In terms of the dimensionless variables 

4>=f/v, r) = r/a, W=w/uR, T = -* 
a 

the basic equations become: 

dr \d\{/ dt] dr] d\pl 

AMI , d W • , dW^ = AW(cosi/' — + 1 sin \p — 
ay or] 

dW ld<j>dW \d<j>dW . , . , d2 Id 1 d2 

dr r\ d\j/ dri i\ dr) d\fr dr? rj dt] r? dj,2 

where 

A =2 
wR-a\ a 

R 

is a dimensionless parameter that plays a role analogous to the 
Dean number in the pressure-driven case. 

2 Series Solution for Small A 

The solution can be expanded for small A in a series anal
ogous to that of the Dean problem: 

W=W0 + AWl+A2W2+. . . 

4>=A4>i+A2<j>2+ • • • 

The leading term W0 satisifies the boundary conditions:2 

W O ( T , I ? = 1 , I W = 1 ; ^ ( T , 0 , I W = 0 
07) 

The solution is the same as that for the temperature in a 
cylindrical bar subjected to a step-function change in surface 
temperature (Carslaw and Jaeger, 1947) 

W0(T, ,0=1-2 2 e ft,/,(|3„) 

Details of the expansion procedure are available from the first author. 
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where the fi„ are the roots of 

MP)=0 
Note that W0 is independent of 0; this leads to simplifications 
in the partial differential equations at the next two orders. 
When this is done in the equation for 0i, it is clear that the 
solution must be of the form: 

0iO> tj, i) = 4>is 0",ij) sin 0 

The boundary condition u=v = Q on r/=l requires that 

fc=^ = O o n , = l 
or] 

Upon calculating the quantities V20i, V40i> one finds 

j~2+~~0 2} <fosO", n) 

and 

< &_ j . ^ 1 

i dri 7) dr] 7] 

Thus the equation to be solved becomes 

a 

V40, = sin 0 [-^j + Z'Z'.-Zi) Si 

3T 
gi(j, ri)-

Having found gi (numerically, by a Crank-Nicholson method) 
one can reconstruct the function 0,s by integrating 

d (j>is 1 rf0/s 0/^ 

or; 7} at} i} 

in which T appears only as a parameter . This equation can be 
solved by quadratures; let 

<t>is = W(-o) zndq = ri3p' 

It is found that 

*is = r,(h(r,)-W)) 

where 

hiy) 
(s)ds 

/ iW = 7-)a"r/ 

The solution for Wx must satisfy 

dr ?/ d0 dri 

It is clear by inspection that the angular dependence of W\ 
must be of the form: 

Wi(r, rj, 0) = Wic{T, i?) cos 0 

(These angular dependences are the same as those which apply 
for the steady case; their general form is given, for example, 
by McConalogue and Srivastava (1968) and by VanDyke 
(1978)). The equation to be solved is 

V 02 = sin 20 - + IA 
dr) r) dri 

d 02s 1 O02s 4<t>2s 

dr) r] dr] r? 

5_02i + j _302 £ _402 £ 

dr] r] dr] t] 

This suggests the definition 

gi(.T, rf) = 
9 4>2s 1 O02s_40 2 j 

3r; r; 9J? r\ 

Then 

and 

dr] 7] dr] r] 

So the equation for 02 becomes an equation for g2(j, ri): 

1 a 4 

V202 = g2 sin 20 

. , , - ' 1 9 4 , 
V402 = sm20 h - 2 + ~ a — " 3 ft 

0T \07l 7] 07] 7] ' 

After g2 is found, the quantity 0 2 i is found by integrating 

cut- I tuiii~ H 
1 02s = #2 

d_fas 1 d4>2s 4 
2 + " dr] 7] dr] r] 

This integration can be expressed in quadratures; use of the 
functions 

leads to 

where 

<t>2s = V2P2, Q2 = n5P2 

fi2s = ri1[I4(v)-W)] 

1 ) , 
h(v) 

and 

hW= T)ig2d7] 
Jo 

3 Results 

Figures 3-6 show the flow field as given by the leading terms 
in the primary and secondary flows. The primary flow, shown 
in Fig. 3, is identical to the temperature fields given in Carslaw 
and Jaeger. Note that a value of the dimensionless time r on 
the order of 1.0 is required to bring the flow into solid-body 
rotation. All of the Crank-Nicholson calculations reported here 
were done with A?/ = 0.005, AT = 0 . 0 0 1 . Several calculations 

dWic 

dr 

d2Wic 1 dWk Wic 
"+ f — 

4>isdW„ 

dr] 7] 5ij 7]L r; dr] 

with boundary conditions 

Wic(7] = 0)=Wic(7]=l) = 0 

A Crank-Nicholson technique was also used to calculate this 
quantity. 

Inspection of the governing equation for 02 shows that it 
must have the following angular dependence: 

020", T), 0) = 02J 0", ri) sin 20 

It is then found that 

^2 , • - • /o202s , 1 902i 402s 
V>2 = sin20 [-TT + --1 —T 

yd?) 7] dri 7] 

and that 
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te-o 

Fig. 4 Profiles of W0 + AWu 4 = 3000 

were done with step sizes twice these; no differences were 
found. 

Figure 4 shows the effect of including the second term in 
the series for W. These curves, for a value of A equal to 3000,3 

pertain to the symmetry plane of the torus, and show that the 
effect of the second term is to retard the velocity on the inner 
half of the plane and to increase it on the outer half. 

The magnitude of the second term Wic varies as a function 
of time. Thus for a given value of A, the ratio of the magnitude 
of the second term to that of the first will also vary, and it is 
not always possible to choose a value that displays the effect 
of the higher-order term while still keeping the value of the 
second term small compared to that of the first. 

Streamlines corresponding to the leading term in the sec
ondary flow, <j>u are shown in Fig. 5: initially, the flow in the 
growing boundary layer near the wall is driven toward the 
outer part of the torus by the centrifugal forces, and returns 
in a region near the symmetry plane. Nine streamlines are 
shown in each of these figures, for stream-function values 
ranging from ten percent to ninety percent of the range between 
the maximum and minimum values in the field at that instant. 
The steamlines show only the pattern, but not the magnitude, 
of the flow velocities. 

The term <t>jS has a maximum on the line \(/-9Q degrees and 
near the wall. This maximum moves inward as time increases; 
its magnitude grows until a dimensionless time around 0.2, 
after which the motion begins to subside as the primary flow 
approaches solid-body rotation. 

The effects of the next-order term </>2 are shown in Fig. 6, 
for the value A = 10,000. This value was chosen so as to make 
the second terms roughly ten percent of the leading terms, at 
a time level around 0.2. The selection of an appropriate value 
for A encounters the same problem in the secondary-flow case 
as was discussed above in connection with the primary flow, 

3The values of A used in these examples appear at first glance to be too large 
for a "small-A" expansion. The fact is that the functions which are multiplied 
by A are themselves very small; the values of A have been chosen so as to yield 
values of the product AIV, on the order of one tenth of the leading term (and 
a similar choice has been made for successive terms in the other series expansions). 
Evidently the inhomogeneous terms in the differential equations for the functions 
of order higher than W0 are proportional to a small numerical factor, which in 
principle could be absorbed into the parameter A. A comparable factor appears 
in the classical Dean problem, and can be identified exactly because of the 
analytical nature of the solution (see Van Dyke 1978, where results are expressed 
in terms of the classical Dean number divided by 576). In the present problem, 
there is no analytic basis for identifying this factor. 

•200 [_—--' ' .400 

Fig. 5 0, contours 

Fig. 6 Contours of 0, + A</,z; 4 = 10" 

namely that the relative magnitudes of the two terms vary with 
time. The value A = 10,000 was chosen to illustrate that the 
center of the circulating region migrates toward the outer por-

. tion of the torus when the second-order term is included. 

4 Discussion 
The solution presented above suggests that the length of 

time required for the contained flow to come into solid-body 
rotation is about one characteristic viscous-diffusion time, and 
that the higher-order terms in both the primary and secondary 
flows reach their peak amplitude at around one fifth of this 
time, after which they begin to decay. The secondary flow has 
the behavior that would be expected: at early time, a thin layer 
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is dragged along by the wall, and is centrifuged toward the 
outer rim of the torus. As this layer grows toward the centerline 
of the cross section, the magnitude of the circulation subsides. 

This solution can serve as the starting point for numerical 
studies in which the thin-torus approximation and the restric
tion to small values of the parameter A are avoided. It will be 
interesting to see whether these calculations encounter multiple 
solutions or perhaps regions where more than one vortex ap
pears. The problem may also be suitable for further study by 
the method of formula manipulation (see Van Dyke, 1978), 
although the need for numerical integration of the W— and 
g - fields may be an obstacle to this. 

Such extensions may suggest new approaches to the more 
complex problem of flow in a rolling, deformed torus. That 
problem, discussed by Rae (1983) and by Wey (1985), differs 
by being steady in a coordinate system which translates with 
the axle, but is made geometrically more complicated by the 
variations in the tire cross section, which make the problem 
fully three-dimensional: all quantities vary in the 0-direction, 
including pressure gradients. It retains the moving-wall bound
ary conditions, and so the primary flow is nearly one of solid-
body rotation, diminished slightly by the flow impedance at 
the footprint. The distributions of all quantities are periodic 
in the 0-direction. The pressure distribution is dictated by the 
requirements that it be periodic and that it have a gradient in 
the footprint region sufficient to force the flow through the 
constriction there. 

One new approach that is suggested by the present work is 
to calculate the deformed rolling-torus problem by a time-
marching scheme applied to the incremental flow that repre
sents the difference from solid-body rotation. In the calcula
tions done by Wey, the entire flow was used in order to avoid 
numerical stability problems caused by reverse-flow regions. 
A time-marching technique would not suffer from this prob
lem, and use of the incremental flow would enable the cal
culation to be more accurate. 

Finally, the present work may also provide the starting point 
for improved analysis of the time-dependent flow in a partial 
torus having closed ends, as in the case of the human-ear 
semicircular canals. 
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Segmented Domain Decomposition 
Muitigrid Solutions for Two and 
Three-Dimensional Viscous Flows 
Several viscous incompressible two and three-dimensional flows with strong inviscid 
interaction and/or axial flow reversal are considered with a segmented domain 
decomposition muitigrid (SDDMG) procedure. Specific examples include the lam
inar flow recirculation in a trough geometry and in a three-dimensional step channel. 
For the latter case, there are multiple and three-dimensional recirculation zones. A 
pressure-based form of flux-vector splitting is applied to the Navier-Stokes equations, 
which are represented by an implicit, lowest-order reduced Navier-Stokes (RNS) 
system and a purely diffusive, higher-order, deferred-corrector. A trapezoidal or 
box-like form of discretization insures that all mass conservation properties are 
satisfied at interfacial and outflow boundaries, even for this primitive-variable non-
staggered grid formulation. The segmented domain strategy is adapted herein for 
three-dimensional flows and is extended to allow for disjoint subdomains that do 
not share a common boundary. 

Introduction 
Strong viscous-inviscid interactions, associated with high 

Reynolds number (Re) laminar flows, are quite frequently 
characterized by the appearance of large flow gradients that 
are most significant in small or "thin'' domains of finite extent, 
and in one or more directions, e.g., boundary or shear layers/ 
regions, triple deck structures, and vortical zones. In three 
dimensions, secondary flows and geometry, e.g., corners, can 
significantly influence the extent of "viscous regions." This 
was recognized in the late 1940's and early 1950's in the work 
of a number of researchers, including W. R. Sears (1954). 
Outside of these regions, the flow is generally more highly 
diffused or inviscid and the flow gradients are less severe. 
However, the flow character in these "smoother" regions, 
which generally encompass the major portion of the flow do
main, can be significantly influenced by the interaction as
sociated with the thin high gradient viscous layers. In order to 
efficiently and accurately assess this class of viscous interacting 
flows with discrete computational methods, (1) significant local 
grid refinement is required in the high shear layers, (2) coarser 
meshes are to be specified in the inviscid regions in order to 
reduce computational cost and improve overall accuracy, and 
(3) simple, but efficient, domain decomposition techniques, 
that effectively communicate information between the dispar-

This paper is dedicated to Professor W. R. Sears on occasion of his 80th 
birthday. His significant contributions to fluid mechanics research, development 
and education are greatly appreciated. 
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ate flow domains, and at the same time maintain all conser
vation properties, are desired. 

In the present investigation, a segmented domain decom
position muitigrid (SDDMG) strategy is combined with a pres
sure-based form of flux-vector discretization in order to achieve 
these goals. The governing Navier-Stokes equations are eval
uated with an implicit, lowest-order in Re, reduced Navier-
Stokes (RNS) subsystem (Rubin and Tannehill, 1992) that is 
combined, when necessary, with an explicit purely diffusive 
deferred-corrector (DC) in the thin viscous layers. Local di
rectional refinement that is driven by specified flow parameters 
and accuracy limits is achieved by sequentially dividing the 
overall flow domain into a variety of subdomains. Each level 
of the muitigrid hierarchy consists of a system of segmented, 
possibly disjoint, subdomains which are of equal or lesser 
extent than on all of the coarser grid predecessors. The bound
aries of these multidimensional subdomains are defined by 
specified directional and global resolution requirements. A 
related approach has been presented earlier (Fuchs, 1986; 
Thompson and Ferziger, 1989), although no attempt was made 
to meet the differing needs for refinement in two or more 
coordinate directions. In the present investigation this is 

' achieved through a domain decomposition procedure that al
lows for segmentally varying grid resolution in two or more 
directions throughout the flow field. The SDDMG procedure 
provides the requisite grid refinement, and, through the mui
tigrid component, information is very effectively transferred 
between high and low gradient domains that have distinctly 
different grid structures. In addition, the equation solver can 
be adjusted from subdomain to subdomain, e.g., a sparse 
matrix direct solver, preconditioned LU procedure or other 
factorization or line/plane relaxation, etc., can be used in high 

608 / Vol. 115, DECEMBER 1993 Transactions of the AS ME 

Copyright © 1993 by ASME
Downloaded 02 Jun 2010 to 171.66.16.106. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



frequency, strong interaction, domains, Line/plane relaxation 
is found to be more computationally efficient in moderate 
interaction domains. 

The use of pressure-based flux vector splitting and a trap
ezoidal or box-like discretization for the implicit RNS sub
system leads to a precise prescription of the surface normal 
boundary conditions on all global and local subdomain bound
aries. This ensures that interfacial and global mass conser
vation requirements are automatically satisfied. This is 
generally not the case with characteristic-based Navier-Stokes 
schemes, and overlapping domain decomposition procedures, 
where special conditions are required in order to satisfy in
terfacial and/or global conservation conditions. The primitive 
variable formulation to be considered herein is also directly 
applicable on nonstaggered grids. This differs from many other 
incompressible, primitive variable, Navier-Stokes formula
tions, that apply pressure Poisson or artificial compressibility 
concepts and either require staggered grids, and/or satisfy the 
discrete form of the continuity equation (Eq. (la)) only ap
proximately. 

Governing Equations and Discretization 
The governing Navier-Stokes equations are shown here in 

Cartesian coordinates. They are written for incompressible 
three-dimensional flow in nonconservation form, as an RNS 
system added to a diffusive deferred-corrector. 

du dv dw „ ,( s —+ —+ — = 0 (la) 
dx dy dz 

du du du dp 1 (d2u d1u\ ^ ^ , . , . 
UTx+VTy + WTz + o-x = ̂ Xd? + -se)+*C* {W) 

dv dv dv dp 1 (d2v\ _ 
Uyx

+Vd-y+WTZ
 + Ty = Rz{tf)+DC> (1C) 

dw dw dw dp 1 fd2w\ 
UTx + VTy + WTz+i = Rc{-d?)+D^ {ld) 

where DCX= l/Re(d2u/dx2), DCy^l/Re^v/dx2), and 
DC2= l/Re(d2w/dx2) (u, v, w) are the Cartesian velocities in 
the (x, y, z) directions, respectively. These equations when 
transformed to generalized curvilinear body fitted coordinates 
(£, 7), f) are given for two-dimensional compressible applica
tions in Pordal et al. (1992b), and for three-dimensions in 
Pordal et al. (1992a). Here x (or £) is a body fitted coordinate 
direction and is approximately streamline oriented; y (or rj) is 
approximately normal to the surface and, for the three-di
mensional step channel, z (or f) is normal to the side walls. 
The RNS approximation is given by the lowest-order (in Re) 
system obtained by omitting the purely diffusive deferred-
corrector (DC) terms. The RNS system is in effect a composite 
of the inviscid Euler and second-order boundary-layer equa
tions (Rubin and Tannehill, 1992). The DC terms are retained 
selectively, either explicitly or implicitly in some subdomains, 
or globally throughout the flowfield, when they are important. 

A pressure based form of flux vector splitting (Rubin, 1988) 
is applied to discretize the governing equations. Trapezoidal 
or "box" two point differencing is used for all normal and 
azimuthal derivatives; three point central (i, j , k) differencing 
(in y and z) is applied for the axial momentum equation (Eq. 
(\b)) and for z gradients in Eq. (lc), y gradients in Eq. (Id): 
Further details on the pressure and convective discretization 
can be found in Srinivasan and Rubin (1992b). 

Grid Structure, Refinement Strategy, and Multigrid Im
plementation 

The first two grid levels in the multigrid hierarchy cover the 
entire computational domain. The mesh size is initially coarse 
in all directions. In fact, the first mesh point from wall bound

aries generally lies outside of the thin viscous or boundary 
layer. Subsequent multigrid levels are decomposed into a dis
crete number of abutting or disjoint subdomains, for which 
refinement is required in one or more directions. This pattern 
is defined by the directional refinement criteria. Each succes
sive multigrid level derives part of its topology from the sub-
domaining pattern of the coarser predecessor. Within each 
subdomain, of a given multigrid level, the refinement is spec
ified independently. Thus, each subdomain of a multigrid level 
can act as a parent for a subdomain or subdomains at the next 
finer multigrid level. If in a given multigrid level, a particular 
subdomain is refined in only one direction, e.g., y, then on 
subsequent multigrid levels, further refinement within this sub-
domain is performed only in the .y-direction. A similar strategy 
is adopted for the ^-direction. In the present analysis, seg
menting has not been implemented in the z-direction. For the 
backstep geometry considered herein, the flow patterns are 
only mildly three-dimensional and therefore do not require 
very fine grids or segmentation in the z-direction. For the 
present study a full nonsegmented multigrid strategy is applied 
in the z-direction. A future paper will discuss the full three-
dimensional SDDMG method and solutions. 

Only subdomains that result from refinement, of a parent 
subdomain, in more than one direction require further decom
position according to the direction selective refinement spec
ification. If two neighboring subdomains have the same grid 
spacing in all directions then the refinement strategy combines 
them into a single subdomain. For the three-dimensional results 
presented here, the segmentation is more sophisticated and 
allows for regions of similar refinement to be defined as disjoint 
subdomains if necessary. A tolerance defining the maximum 
number of stations, e.g., ns, in the x direction, that are per
mitted between points requiring similar refinement is specified. 
Thus if two blocks needing x refinement are separated by more 
than ns stations, then they are defined as separate blocks. For 
the present three-dimensional calculations ns is chosen to be 
two. 

In most adaptive gridding methods on any grid level, an 
estimate of the truncation error of the discretized system of 
equations is used to identify those regions that require finer 
grid resolution (Thompson and Ferziger, 1989). The overall 
truncation error estimates, however, do not provide infor
mation on the specific direction(s) that require refinement. 
Therefore, for regions requiring higher resolution, the grid is 
refined in both directions, even though only one coordinate 
gradient may be significant. In order to achieve directional 
refinement adaptivity it is necessary to monitor the truncation 
error of selected gradients or derivatives. For the problems 
considered herein, the truncation error for the pressure and 
vorticity gradients, e.g., px and Uyy, ctXC monitored in order to 
define the regions that require refinement in, x and y, respec
tively. 

The truncation error estimate is obtained from the solution 
on two successive grids of the multigrid hierarchy. In order to 
determine the truncation error in x (and/or y) derivative, the 
finer of the two grids must have regions that are refined in the 
x (and/or y) direction(s). Although the px and uyy terms are 
the key derivatives for the present analysis, the truncation error 
of these terms alone will not suffice to ensure that uniform 
accuracy is achieved throughout the flow domain. The global 
truncation error for the full discrete system of equations is 
monitored for this purpose. It is important to emphasize that 
grid stretching is never applied, expect as the grids change 
discretely from subdomain to subdomain. Solutions are first 
obtained on two coarse grids, with full multigrid implemen
tation. From these two full grid solutions, the truncation error 
of the key derivatives and also of the global discrete system is 
estimated using a Richardson extrapolation procedure (Sri
nivasan and Rubin, 1992a, 1992b). Note that although dif
ferent meshes are used in the different subdomains, within 
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each subdomain, uniform meshes are specified. This subdo-
maining process is applied to the third and higher levels of the 
multigrid hierarchy. 

For the RNS system of equations (Eqs. (la-lrf)), i.e., NS 
without the DC, a relaxation or global space marching pro
cedure (in x) is applied for the trough and channel geometries. 
The convergence rate of this relaxation procedure is signifi
cantly improved if the extent of the domain in the two direc
tions is reduced. The current segmented domain decomposition 
multigrid procedure, in effect, reduces the extent of subdo-
mains with finer grids and achieves convergence rates com
parable to coarse grids even on fine grids. 

In the present application, the multigrid method is imple
mented in a Full Approximation Storage (FAS) mode. For 
two-dimensional calculations, three different modes of mul
tigrid are implemented; namely, xy refinement, x refinement, 
and y refinement, and appropriate modes are used in each 
subdomain. For three-dimensional SDDMG calculations seven 
different modes would be necessary, i.e., x, y, z, xy, yz, xz, 
and xyz refinement. When segmentation is prescribed, then 
the fine grid is comprised of more than one subdomain, each 
with its own refinement requirements. The details of imple
mentation of the multigrid components namely relaxation, 
restriction and prolongation, and for the addition of the DC 
terms can be found in (Srinivasan and Rubin, 1992a). 

Interdomain Transfer Boundary Conditions and Con
servation at Grid Interfaces 

For a given subdomain, the following boundary conditions 
are to be prescribed from the known boundary conditions of 
the global domain or from the multigrid restriction or pro
longation: 

u, v, w at the inflow; (p is not required but is obtained from 
the solver) 

u, v, w at all solid boundaries; 
u, w, p at all free O) boundaries; 
u, v, p at all free (z) boundaries; 
At the outflow, (x = xmax), px = 0 for external flows; 

p = constant for internal flows; at an interface outflow, 
x=x0<xmax, p is prescribed, either from the current grid level 
computation or from multigrid transfers, u, v, w are not re
quired at any outflow boundary when u > 0; when u < 0 (this 
can occur if the subdomain boundary is located within a sep
aration zone) u, v, w are prescribed either from current grid 
calculation or from multigrid transfers, or a FLARE type 
approximation (Srinivasan and Rubin, 1991, 1992a) removes 
the need for any outflow velocity condition. It is significant 
that p at solid boundaries, v at free (y) boundaries, w at free 
(z) boundaries are calculated as part of the solution in a given 
grid level. For external flows, if a subdomain has its outflow 
at some (x<xmm), then the boundary condition on pressure 
changes from Neumann to Dirichlet type. For internal flow, 
the outflow boundary condition for the pressure is always of 
Dirichlet type. Also, if the lower boundary of a subdomain is 
at some y>0, only u, p and either v or w are prescribed 
depending on whether it is a free z or free y boundary, re
spectively. 

In time-dependent, characteristic-based, Navier-Stokes 
computations that use locally embedded grids, boundary con
ditions are required for all variables, i.e., u, v, w, and p on 
all boundaries. In addition, special care has to be taken to 
ensure that mass conservation is not violated locally or glob
ally. With pressure-based flux-vector splitting and the trape
zoidal or "box" formulation, this difficulty does not occur as 
the normal velocity v in y, w in z or u in x, is not prescribed 
at the (y) upper or (z) crossflow, or (x) outflow boundaries. 
Only the tangential component u is prescribed at the upper 

Table 1 Comparison of computer resource requirements for 
trough 

Aspect 

CPU 

Memory 

Geometry 

Trough 
( 0 = 0.03) 
Trough 

( 0 = 0.015) 

Trough 
( 0 = 0.03) 
Trough 

( 0 = 0.015) 

Two-D 
adaptive 

18.03% 
7.10% 

16.32% 
5.10% 

One-D 
adaptive 

— 
16.80% 

— 
63.4% 

Full MG 
with 

stretched 
grid 

100.0% 
100.0% 

100.0% 
100.0% 

interface or interdomain boundary. The pressure-based box-
type differencing allows for the exact calculation of the normal 
velocity component from the continuity equation at the outer 
free boundaries, and for the pressure from the normal mo
mentum equation at the body surfaces. Therefore mass and 
momentum conservation is automatically satisfied on all levels, 
for all subdomains. 

Results 

All of the calculations, including the three-dimensional stud
ies presented herein, are initiated on the coarsest grid, with 
uniform flow velocity and pressure. On the finer grids, the 
interpolated coarse grid solution fields are sequentially applied 
as initial approximations. Convergence to the final solution is 
improved with better initial approximations (Rubin and Hi-
mansu, 1989). The SDDMG framework introduces this element 
in a natural and convenient fashion. It is significant that for 
the examples presented herein, Reynolds number continuation 
is not required in order to obtain a solution for any of the 
prescribed values of Re. Even for highly interactive, large Re 
flows the solution is obtained directly with uniform initial 
values. 

Example 1. Flow Over a Trough. The first problem to 
be considered is the large Re, laminar flow over a trough 
configuration. Both unseparated and reverse flows are com
puted with the SDDMG refinement strategy. The trough sur
face is specified byyb= —D sech[4(x-x0)], whereZ>represents 
the maximum depth. This occurs at the location x0. The values 
Xo = 2.5 and Re = 80,000 are used for the present calculation. 
The grid obtained from the two-dimensional adaptive proce
dure, for £> = 0.03 (Rez, = 2400) and with a region of flow 
reversal, is shown in Fig. 1. Note that refinement in the £ 
direction is quite extensive for this recirculating geometry. This 
is due to the fact that the maximum vorticity occurs near the 
outer edge of the separation bubble. As a result refinement in 
the t} direction extends to a significantly large distance from 
the body. For an attached flow the subdomains are much 
smaller in extent. Also note the sudden increase in the extent 
of the region where 17 refinement is performed. This signifies 
the increase in boundary layer thickness as a result of flow 
separation. This is followed by a reduction in the extent of -q 
refinement toward the outflow. This represents the region be
yond reattachment where the boundary layer thickness is re
duced. Figure 2 provides comparisons of the skin friction for 
the separated (D = 0.03) case. 

The full refinement calculation is performed with a stretched 
•q grid. Multigrid acceleration is also applied to enhance the 
convergence of the full refinement calculation. Thus the gain 
in computational efficiency is to be fully attributed to the 
adaptive strategy. In addition it is important that only the 
finest grid is converged to a residual norm of 10~4 in the case 
of the full refinement calculation since it is not efficient to 
obtain fully converged solutions on coarser grids. On the other 
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hand, in the adaptive calculations, each multigrid level is fully
converged before progressing to the next level for two reasons;
(a) a fully converged solution is required in the truncation error
estimation process, (b) the extent of the fine grid is local and
hence, in portions of the flow field, the solution is obtained
only on the coarser grids. Good agreement is obtained and
significant gains in computer resource requirements are
achieved (Table 1). The locations of the separation and reat
tachment points computed by the two-dimensional adaptive
calculation are at ~ = 2.31 and ~ = 2.54, respectively; the values
predicted by nonadaptive full multigrid refinement are at
~=2.3J and ~=2.53.

Example 2. Flow in a Two/Three-Dimensional Backstep
Channel. For this flow, which is dominated by rather large

recirculation regions, it is possible to complete the calculation
for all Reconsidered herein by prescribing uniform initial flow
conditions. This is true even for the r~latively difficult, al

. though somewhat artificial, two-dimensional calculation with
Re = 800 (based on channel height). For this Re value, sepa
ration bubbles, are evident on each wall. Reynolds number
continuation, as applied in many other reported NS solvers
(Gartling, 1990), is not required for the present calculations.

Two-Dimensional Laminar Flow. The laminar flow in a
backstep channel has been studied extensively both through
numerical computations and experiments. This flow is char
acterized by large recirculation zones, both on the upper and
lower walls for large enough values of Re. Typically, the the
oretical results agree with the experimental results for Re < 400.

Mulligrld Levels (0-0.03. ReD-2400)
Six Levels

3.0,

~:: \,
-,.-
U '.5

- Full Refinement (Stretched I] grid)
-.--- Two Dimensional Adaptlvity

0.5 1.0

1.75

0,0

0.5

2.252.00
-o.O~~~!l!!!

1.50

Fig. 1 Segmented grid for the (D =0.03) trough geometry; Re =80,000;
comprises six multlgrid levels

Fig. 2 Comparison of skin friction parameter; D=0.03 trough;
Re = 80,000
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Fig.3 (a), (b) Pressure contours in the yzplane at x= 7.125 and x= 10.5,
respectively. (e), (ei) w (velocity component) in yz plane at x= 7.125 and
x = 10.5, respectively; Re = 800; three·dimensional flow in a backward
facing step channel.
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Fig.4 Comparison of streamfunctlon contours (2Dversus 3D); Re = 800
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Fig. 5 Segmented multigrid levels (typical x·y section); three·dimen.
sional backward facing step; (Re = 800); four multlgrid levels are shown:
five subdomains In finest level; Y scaled by a factor of 5
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Fig. 6 Convergence history of fourth segmented multigrid level

Summary

A segmented domain decomposition multigrid method has
been used to efficiently compute incompressible laminar flows
with regions of recirculation. A low order RNS system of

which remain almost horizontal for the second location. Note
that the w-velocity component is perfectly symmetrical about
the mid plane. The values of ware much larger at location 2
compared to location 1. Figure 4 displays the stream function
contours for this geometry. The lower reattachment length is
obtained as 7.25 which is in excellent agreement with the ex
perimental value.

Figure 5 displays the segmented grid for the three-dimen
sional calculation. Note that the finest grid resolution in the
streamwise direction is required around the separation zone.
There are four different subdomains in the finest multigrid
level. The equivalent, nonadapted fine grid contains about
150,000 grid points. The adaptive strategy reduces the number

.of grid points by nearly 40 percent. Figure 6 shows the con
vergence history of the residual norm in the finest grid level.
The coarse grid calculations are taken into account by mul
tiplying them by a factor proportional to the number of grid
points.

For Re>400, the numerical results underpredict the primary
separation bubble length. It is significant that for this Re range
there is a second recirculation zone on the upper wall of the
channel. Although this leads to only mild three-dimensionality
in the flow field, a considerable relief effect on the axial flow
occurs, and hence the extent of the recirculation is altered
appreciably. The Re = 800 flow is an excellent test case for the
three-dimensional computations. Detailed two-dimensional
SDDMG results for Re::; 800 which include the nonreflectivity
of the outflow boundary conditions and effect of the DC terms
can be found in Srinivasan and Rubin (I 992a). For Re = 800
the reattachment length was found to be 6.18, whereas the
experimental value in Armaly et al. (1983), is 7.25. The bench
mark solution gives a value of 6.10.

Three-Dimensional Laminar Flow. In order to confirm the
three dimensionality of the backstep geometry flowfield for
Re =800, a full three-dimensional calculation is performed
applying the SDDMG technique. The three-dimensional flow
has been simulated experimentally by Armaly et al. (1983).
They used a model with aspect ratio 1: 18 to conduct the ex
periments. This is considered here for the three-dimensional
calculation. Figure 3 represents the pressure and azimuthal
velocity contours at two different axial locations. The first
location (x= 7.125), is very close to the reattachment and,
hence, the flow is more three-dimensional at this location than
the second location (x= 10.5), which is downstream of both
separation bubbles. This is evident in the pressure contours
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equations, a fully consistent primitive variable nonstaggered 
grid solver, accurate mass conservation at subdomain inter
faces and global boundaries, nonreflective outflow boundary 
conditions and a pressure-based flux-split discretization are 
the key features of the procedure. The SDDMG procedure 
allows for efficient grid definition consistent with asymptotic 
theory and for effective transfer of information to and from 
fine grid high gradient regions to coarse grid "inviscid" re
gions. 

Significant gains in computer resources have been achieved 
when compared to standard full refinement methods. Good 
agreement is obtained between the present solutions, full re
finement computations, and other published results. The com
putational cost is several times smaller than that required by 
most other NS methods (Gartling, 1990). All the two-dimen
sional computations (backstep and trough geometries) were 
completed in less than 10 min on an IBM 320 Rise/6000 work
station. The CPU required for the three-dimensional calcu
lation (Re = 800) is about 3 hours. All solutions are initiated 
with uniform flow approximations and Reynolds number con
tinuation is not required, even for the relatively complex 
Re = 800 case. Grid convergence has been established effi
ciently through the SDDMG procedure. The flux-split discre
tization allows for direct computation of the normal velocity 
and therefore mass conservation at grid interfaces and sub-
domain boundaries is achieved in a simple fashion. Extension 
of this procedure for compressible and turbulent flow appli
cations is currently in progress. 
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An Integral Method for Turbulent 
Boundary Layers on Rotating 
Disks 
An integral method for computing turbulent boundary layers on rotating disks has 
been developed using a power law profile for the tangential velocity and a new 
model for the radial profile. A similarity solution results from the formulation. 
Radial transport, boundary layer growth, and drag on the disk were computed for 
the case of a forced vortex frees tream flow. The results were compared to previous 
similarity solutions. The method was extended to a Rankine vortex freestream flow. 
Differential equations for boundary layer parameters were developed and solved 
for different Reynolds numbers to look at the net entrainment, boundary layer 
growth, and drag on the disk. 

Introduction 
The boundary layers on rotating disks have significant im

pact on the performance of rotating machinery. In many ro
tating machines such as centrifugal compressors, the boundary 
layers unavoidably contribute viscous heating to the device, 
but they may also be used significantly for cooling by capi
talizing on the forced convection they provide. In computer 
disk drives, viscous heating is significant but there are other 
more concentrated sources of heat, such as the heat from the 
motors which spin the disks and move the actuators. In this 
application, the boundary layers on the rotating disks drive 
secondary circulation and thus provide convective heat trans
fer, which tends to homogenize the temperature field. Thus 
they help to maintain the dimensional tolerances in the drive 
by reducing nonuniform thermal expansion. Additionally, the 
boundary layers on the rotating disks in disk drives are im
portant to the transport of particulate contaminants out of the 
rotating assembly towards a filter. 

The high Reynolds numbers and the geometric complexity 
of many rotating machines make their associated flow fields 
difficult to calculate using computational fluid dynamics, es
pecially when trying to resolve the boundary layers on the disks, 
which may be laminar near the center of rotation and turbulent 
at larger radii. Integral methods offer a convenient means for 
determining the effects of turbulent boundary layers. Since the 
freestream flow is dominated by rotation, the flow outside the 
boundary layers is often much less difficult to determine once 
one can account for boundary layer effects. 

The first integral approach to computing the turbulent 
boundary layer on a rotating disk was performed by von Kar
man (1921). The geometry he considered was a single disk of 
infinite radius rotating at speed 0, while the fluid far away 
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from the disk did not rotate. Within the boundary layer, the 
profile of the tangential velocity was assumed to have a power 
law form which, when viewed in the reference frame rotating 
with the disk, was similar to two-dimensional flat-plate tur
bulent boundary layers. The profile for the radial or crossflow 
velocity was assumed to have the same power law dependence; 
however, the power law was modulated by a function (the 
actual form is presented below) which assured zero radial ve
locity in the freestream. When substituted into the momentum 
integral equations, these assumptions lead to evolution equa
tions for the boundary layer thickness and a scale factor for 
the crossflow (radial velocity) profile. Von Karman obtained 
an exact, similarity type solution to these equations by assum
ing that the crossflow scale factor was constant and that the 
boundary layer thickness had a power law dependence on the 
radial coordinate. 

Newman (1983) determined that the same set of assumptions 
leads to a class of solutions for the cases where the freestream 
flow rotates in solid body motion at some fraction K of the 
disk rotation rate, i.e., when the flow at infinity is a force 
vortex. 

Cham and Head (1969) used an integral method cast in the 
rotating reference frame to compute turbulent boundary layer 
effects. A tangential velocity profile which depended upon the 
shape factor and momentum thickness Reynolds number was 
assumed, while the crossflow profile was dependent upon the 
tangential profile and the surface flow angle. An additional 
model for the entrainment into the boundary layer was required 
in order to obtain a solution. Their results showed good agree
ment to their own experimental data and the data of Case 
(1966). 

In this paper we refine the crossflow model used by Newman 
(1983) and von Karman (1921) and look at the effects of the 
new model on Newman's class of solutions. In addition, we 
consider the case where the freestream flow is a Rankine vortex, 
with a forced vortex core of radius r,n and a potential vortex 
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Fig. 1 Sketch of flow geometry and velocity profiles 

at radii greater than rh. In this case, the parameter K becomes 
a function of the radial coordinate r. This emulates the ge
ometry of a device with a rotating hub. Weak radial injection 
from the hub provides a flow whose tangential velocity is 
governed by conservation of angular momentum, like the po
tential vortex. The introduction of a length scale rh precludes 
the possibility of a similarity type solution, but the analysis 
does lead to a simple set of ODEs which are easy to integrate 
numerically. At large radial distances from the origin, K tends 
to zero and the solution tends towards the von Karman solution 
but the radial massflow remains elevated. 

Problem Formulation 

Consider the flow in the vicinity of an infinite radius disk 
rotating with angular velocity fi. The boundary layer is assumed 
turbulent and the fluid outside of the boundary layer has tan
gential velocity K(r)rQ, as shown in Fig. 1. In the papers by 
von Karman (1921) and Newman (1983) the function K was 
constant. In this paper we will allow for the possibility of a 
weak radial flow emerging from a rotating hub. The freestream 
value of the radial velocity is considered to be negligible, but 
a consequence of the radial flow is that the freestream tan
gential velocity is governed by conservation of angular mo
mentum. The functional form of K will be discussed later. 

A cylindrical coordinate system (r, d, z) is used with cor
responding velocity (u, v, w). The flow is assumed axisym-
metric, and w is assumed negligible. The boundary conditions 
on the disk (z = 0) are u = v = 0, and in the freestream (z 
> §(/•)) are u = 0 and v = K(r)rQ,, where &(r) is the local 
boundary layer thickness. 

A form for the boundary layer profiles must be assumed in 
order to use an integral method. Both Newman and von Kar
man assumed power law forms for the profiles. 

where £ is a scaled boundary layer coordinate £ = z/8(r) and 
a is an entrainment scale factor. Note that in the reference 
frame rotating with the disk, the scaled tangential velocity has 
the standard power law form: 

(l-K)rQ 
In this paper we follow their development except we use the 

general form cast in the rotating reference frame and then 
transform it to the inertial frame. 

vmt{r,z)=-Gtt) 

u(r,z)=g(H)Gtt) 

(w is unaffected by the reference frame). G(£) is given by 

G(Z) = (1-K)W 

so the tangential profile in the laboratory (inertial) reference 
frame is the same as used by von Karman and Newman 

u t a b ( r , z ) = A O [ l - ( l - A ' ) n (1) 
The crossflow profiles assumed by the previous investigators, 
while convenient for evaluation of the integrals which arise, 
do not represent the data very well. Measurements of the ve
locity profiles in the vicinity of a rotating disk, using both hot 
wire anemometry and pressure probes, have been made by 
Cham and Head (1969) and by Littell and Eaton (1991) and 
are reproduced in Figs. 2, which are, respectively, plots of the 
radial and tangential velocity profiles. The velocities were re
corded in the laboratory reference frame, translated to rotating 
coordinates and scaled by the local disk speed, V. The normal 
distances from the disk were scaled using the momentum thick
ness of the tangential profile, 6U- The local disk Reynolds 
numbers range from 3.4 x 105 to 2.0 x 106 in these profiles 
and although there is scatter between different profiles, there 
is no discernable Reynolds number trend to the scatter, indi
cating the possibility of a self-similar or equilibrium boundary 
layer. Additionally, as shown in the figure there is considerably 
less fullness in the measured profiles than the one assumed by 
von Karman and Newman. Using the sinusoidal form of the 
crossflow profile given by the linear Ekman layer solution as 

Nomenc la ture . 

b 
c 

G 

K = 

Aj = integration constant (there are 
6) 
crossflow profile parameter 
crossflow profile parameter 
tangential velocity profile 
function 
modulation function to G for 
crossflow profile 
freestream relative velocity 
function = v(8, r)/rQ 

m = exponent used in boundary 
layer thickness function 

n = velocity profile power law 
exponent 

P = shear stress function 
Q = volumetric radial transport 

Re = Reynolds number = r Wv 
r = radial coordinate 

S 
u 
V 

w 
z 
z 
a 

8 = 
5* = 

hub radius 
dimensionless radial coordinate 
= r/rh 

near-wall velocity magnitude 
(rotating reference frame) 
characteristic velocity 
radial velocity component 
tangential velocity component 
axial velocity component 
axial coordinate 
integration limit, Z > 8(r) 
crossflow profile entrainment 
factor 
CK(1 - K) 
boundary layer thickness 
parameter 
boundary layer thickness 
dimensionless boundary layer 
thickness = 8/rh 

v = kinematic viscosity 
fi = disk rotation rate 
6 = tangential coordinate 
p = density 
T = shear stress 
£ = scaled boundary layer 

coordinate = z/8 

Subscripts 

h = 
lab = 

rot = 

w = 

evaluated at the hub 
laboratory or inertial reference 
frame 
rotating reference frame 
radial component 
tangential component 
evaluated at the wall (disk 
surface) 
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Fig. 2(a) Crossflow velocity profile data and models 
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Fig. 2(b) Tangential velocity profile data and models 

a guide, a form for g(£) was assumed in order to give better 
agreement to the measurements 

or 

g ( £ ) = a ( l - s i n V D ) 

u(r, z)=a(l-K)rQ£"[l-smb(c£)] (2) 

where a is a scale factor whose magnitude is dependent upon 
the entrainment rate. In equilibrium situations such as the cases 
described by Newman, a is constant. When the freestream 
flow is not in solid body rotation, a may be dependent upon 
r. The parameters b and c were obtained from a least-squares 
fit to the data of Littell and Eaton (1991) and Cham and Head 
(1969) after assuming a value for n (either 1/7 or 1/8). Figure 
2(a) shows a comparison between the assumed radial velocity 
profile and the data. A comparison between the assumed tan
gential profile and the data of Littell and Eaton (1991) is shown 
in Fig. 2(b). In this figure, Re is in the range from 6.5 x 105 

to 1.6 x 106. For this range of Reynolds numbers, the l/8th, 
profile appears to be a slightly better fit. 

The momentum integral equations require the shear stress 
evaluated on the disk. Newman points out that although the 
derivatives of the assumed profiles become undefined on the 
surface, the ratio of the stresses is obtained from the limiting 
behavior of the profiles 

^ = lim u 
^rot 

In the near-wall region, (£ « 1) 

" " r o t 

r= (l-K)rU a(l-K)rQ 

and the velocity magnitude is 

s = (l-K)rQ£"[l + oi2]m 

Defining 

S = (l-K)rQ[l+a2]W2 

we can write 

- = ?" S ? 

Following Newman and von Karman we require s to fit the 
law of the wall so 

,1/2" 

(Tw/p) 1/2 = c„ 
Z(T„/p) 

Schlichting (1968) provides the constant C„ from standard tur
bulent boundary layer correlations, depending upon the choice 
of n. Using TW = [T2. + T2]1/2 we use the relationships between 
the velocity components and s to determine the shear stresses. 

2n 

-=C„ n+i<x(l-K)rflSi + 4-\ 

In 

-=C„«+i ( l -A ' ) rQSi + « ( - ] 

(3) 

(4) 

In the inertial reference frame the momentum integral equa
tions for the boundary layer on the rotating surface are 

2Te 

dr 

and 

i{r\z
0
u2dz}-\z

0
[vl-{KKl)2]dz=-rTi 

for the tangential and radial directions, respectively, and where 
Z is some arbitrary point outside the boundary layer (in prac
tice, Z = 5). When the assumed profiles are substituted into 
the integral equations, four integrals need to be evaluated. 

I udz = A\atrQd 
Jo 

u2dz = A2al(rQ)2S 

uvdz=[Al-A3(l-K)]at(rQ)28 

[v2- (KrQ)2]dz=[A4 + A5K+ (A6-l)K
2](rU)28 

where a* = a(l - K). The constants in the first three integrals, 
At to A3 arise from numerical integration of the profiles and 
the other constants are simple functions of n. Defining a gen
eral shear stress function 

In 

P=C„n+i[(l-K)2 + al]W+>»i — 1 /•»+! 

and substituting the above integrals and P into the integral 
equations to yield expressions for the evolution of a* and 6. 

dat ^R2-ot*Ri 
dr a»5 
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where 

/ ? . = 
Ai-AJ r 

d5_2a*Rl-R2 

dr a2. 

P \ A-i \ dK 
-75-01*0 Ai-Ai \-K dr 

4 ( 2K\ fAi-2A3 

\-K \l-Kl \Ai-A 

and 

(6) 

(7) 

R2= -3~ + j-2lA4 + A5K+ (A6-l)K
2]^-fJ2 (8) 

Solutions 
So far we have left K(r) as a completely general function. 

We now consider two classes of solutions. First we consider 
the forced vortex case where K is constant and see the impact 
of the new cross flow model on previous results. Second we 
consider AT to be a function of r, so the freestream is a Rankine 
vortex. 

Forced Vortex Freestream. If Kis constant, we recover the 
von Karman and Newman problems. Assume a* is constant 
and a power law form for the boundary layer thickness: 5 = 
&tm. As in the previous solutions, we find a relationship be
tween m and n. 

1 - M 
m = -3 n + l 

The corresponding values for a* and (3 are 

2 A4 + A5K+(A6-l)K
2 

m + 
2(2 -K) 

(l-K) 

(9) 
+A2(m + 3)-A3(m + 4) 

In «+l 
3n+l a,C„ o+iKl-A-r + atlW+n) ^5—7 

A4+AsK+(A6-l)K
2-A2al(m + 3) 

(10) 

Figures 3, 4, and 5 are comparisons between the current 
results expressed by Eqs. (9) and (10) and the results of New
man. Figure 3 is a plot of the radial flow entrainment parameter 
a, computed for the range of K from - 0 . 1 to 1.0 using both 
the current method and that of Newman, for both l/7th and 
l/8th power laws. In the figure, it is clear that the current 
calculations show a larger value for a* at all values of K. 
However, since the assumed profile in Eq. (2) is much less full 
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Fig. 5 Radial transport in the boundary layer 

than that assumed by either Newman or von Karman it is not 
surprising to see compensation in the form of a larger maxi
mum. In Fig. 4 we see that the boundary layer thickness pa
rameter (3(fi/V)2"/3"+1 is approximately the same in both the 
current and Newman's calculations, indicating that the bound
ary layer growth is similar. Figure 5 is a plot of the net radial 
outflow in the boundary layer, computed using the current 
method and Newman's method for K in the range from - 0.1 
to 1.0. From the figure it is clear that the entrainment is ov-
erpredicted by the previous work, despite the increased values 
of a* in the current work. The net entrainment correlation, 
Q = Armr3ORe?"/3"+1 for the case where K = 0 is given by 

Q = 0.200/-3ORer~
1/5 

for the l/7th power law profile and 

Q = 0.165/-3HRer2/u 

for the l/8th power law profile, which are 8.5 and 11.5 percent 
lower than the values obtained by von Karman (1921). Figure 
6 also compares the dimensionless entrainment as calculated 
using the current method, as calculated by von Karman (1921) 
and measurements made by Cham and Head (1969) and Case 
(1966). Correlations are shown for both the l/7th and l/8th 
power law profiles. From the figure it is clear that the current 
calculations predict less entrainment than von Karman's re
sults. The two best fits appear to be the l/7th power law as 
computed by von Karman and the l/8th power law from the 
current calculations, with the current results giving a slightly 
better fit to the Cham and Head data. Recall from Fig. 2(b) 
that the tangential velocity data are best fit by the l/8th power 
law for the range of Re available, so it makes sense for it to 
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give a better estimate of the flow. Neither method yields good 
results for Reynolds numbers less than approximately 8.5 x 
105 because they fail to account for laminar and transitional 
boundary layer effects. At larger Re, these effects are small 
in comparison to the turbulent boundary layer effects. 

Rankine Vortex Freestream. Consider the case where K is 
a function of r. In particular, if a weak radial flow is introduced 
at some radial location rh, like the cooling flow emitted from 
a rotating hub such as that in a gas turbine engine or a computer 
disk drive, the tangential velocity of the freestream flow is 
governed by conservation of angular momentum, so for r > 
rh 

or 

K(r) = 

It is assumed that the presence of the hub is equivalent to K(r) 
= 1 for r < rh. 

The introduction of the length scale rh into the problem 
precludes the possibility of a similarity solution, and requires 
numerical integration to obtain the functions a*(r) and 5{r). 
Additionally, when cast in dimensionless form, Eqs. (5) through 
(8) look unchanged except for the substitution of 5* = b/rh 
and /•* = r/rh for 5 and r, respectively 

(11) 

(12) 

da* i?2* — a*/?i * 
dr* a*5* 

d8* 2atRit—R2* 
dr* a2* 

where 

r ( l \P> 
^-{AL-AJ r\ 

+ 

. f A3 1 dK 
^'[A.-A^-Kdr. 

4 / 2K \ (A1-2A3 
1-K \l-K)\Ai-A3/ 

and 

* 2 , - - 3 a * 6 * + -^IA4+A5K+(A6-1)K2] 

- (13) 

5* a* P*_ 
r* A2 ' ' ~ " r, A2 r\ 

(14) 
and where the boundary layer function P„ exhibits an explicit 
Reynolds number dependence through the definition of 

/>»=-2 = C„«+i[(l-A')2 + a»p(i + »)[5.ReA] «+!/•«+1 
fh * 

where Re/, = r\Q,/v, 

(15) 
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Fig. 7 Crossflow entrainment parameter comparison (K = K(r)) 

The revised forms (11) and (12), were integrated using a 
fourth order Runge-Kutta scheme along with initial conditions 
at /•„ = 1 determined from the similarity solutions above. Due 
to the fact that a* = 5* = 0 at r* = 1 the initial conditions 
were actually specified at /•» = 1.005. There was little sensitivity 
to the initial conditions. If the initial values of a . or 5* were 
within an order of magnitude of the similarity solution values, 
the computed results were virtually identical. 

Figure 7 shows a*(r„) for both power law profiles as well 
as a comparison to a , obtained from the similarity solution 
using the l/8th power law. For the «*(/•„) results, five different 
Reynolds numbers are plotted together, ranging from 102 to 
10 . Although the lower values are rather ridiculous for a tur
bulent boundary layer, they are plotted to show the universality 
of the function a*(r„) since all five curves coincide. For the 1/ 
8th profile, a* rises quickly from its 0 value at r* = 1 to a 
maximum of approximately 0.258 around /•» = 2.13, and then 
gradually decays. At /•* = 20, K(r„) = 0.0025 and the value 
of a»is still 16 percent higher than the similarity solution value 
of von Karman. A similar behavior is observed for the l/7th 
power law profiles. As an approximation to the numerically 
integrated solution, one might be tempted to use the values of 
a, obtained from the similarity solution at the same values of 
K(r*). A comparison between the two cases for the l/8th power 
law profile is also shown in Fig. 7. Although the two curves 
have similar shape, Fig. 7 shows that the use of the similarity 
solution would over-predict a* by as much as 13 percent when 
/•» is in the range from 1.1 to 1.6, and underpredict a* for r* 
greater than 1.6. At large /•» the K(r*) solution asymptotically 
approaches the K = 0 similarity solution. 

The next three figures are comparisons between the numer
ical integration where K = K(r) (Note that as r — 00, K(r) 
— 0) and the similarity solution with K = 0. Figure 8 compares 
the dimensionless entrainment. Both calculations were made 
using Re/, = 106 and used the l/8th power law profiles. Near 
the hub (/•/, = 1) the similarity solution greatly overpredicts 
the entrainment because of the large difference in the rotation 
rates of the disk and fluid or alternatively, because the simi
larity solution has no ability for a* to accommodate the true 
boundary condition at the hub. At larger distances from the 
hub both calculations achieve the same growth rate, with the 
similarity solution exceeding the Rankine vortex result. 

Figure 9 shows the boundary layer thickness as a function 
of radial distance at Re/, = 106. The numerical results (K 
= K(r)) from both the l/7th and l/8th power law results are 
shown and compared to the similarity solution with K = 0. 
The K = K(r) results show that the boundary layer corre
sponding to the 1/8th power law profile grows faster than the 
l/7th power law. Additionally, the K(r) calculations with the 
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l/8th power law profile initially grow much faster than the 
similarity (K = 0) results. At large values of r, K — 0 and the 
growth rate of the two become comparable, although the K(r) 
results are larger than the K = 0 results. At a fixed distance 
from the hub, 5* is a decreasing function of Re due to the 
increased strain in the layer. Without artificial means of tipping 
the boundary layer, the boundary layer is likely to be laminar 
for Re < 2.9 x 105 (Gregory etal., 1955). However, turbulence 
in the freestream will precipitate early transition in the bound
ary layer, so any practical means of introducing radial free-
stream flow in an application may provide the trip mechanism 
and result in a turbulent boundary layer at lower Re. 

Another parameter to consider is the torque on the disk due 
to the wall shear stress. As with the entrainment calculations 
in Fig. 8, at large distances from the hub the Rankine vortex 
cases achieve the same dependence on r* as the similarity 
solution. Figure 10 shows the comparison between the disk 
torque due to the boundary layer for both the similarity (K 
= 0) cases and the K = K{r) solution. For r, > 4 the two 
solutions are virtually indistinguishable. For /•* < 4 the sim-, 
ilarity solution predicts greater torque on the disk than the 
Rankine vortex case, as would be expected from the difference 
inK. 

Conclusions 
A simple integral method for computing the effects of tur

bulent boundary layers on rotating disks has been developed 
using the concept of self-similar velocity profiles in the radial 
and tangential directions. Under the assumption that the flow 
in the freestream is a forced vortex rotating at some fraction 
of the disk rotation, a self-similar solution has been determined 
which agrees well with the data and represents a refinement 
of previous solutions. Additionally, the approach has been 
extended to the case where the freestream flow is a Rankine 
vortex. Differential equations for the boundary layer growth 
and a crossflow profile scale factor were developed and solved. 
The crossflow profile scale factor has a Reynolds number in
variant form and the boundary layer was shown to grow faster 
than boundary layer in the forced vortex case. The entrainment 
into the boundary layer was slower in the Rankine vortex 
calculations than in the forced vortex flow. At large radial 
distances from the vortex core, the boundary layer thickness, 
net entrainment and torque due to shear stress tended to the 
same dependences on the local Reynolds numbers as in the 
force vortex case. The primary effects from the Rankine vortex 
freestream seemed confined to the first several core radii; how
ever, in many applications, the size of the device is confined 
to the same region, so use of the similarity results would ov-
erpredict the pumping effects of the disk boundary layers and 
the torque required to spin the disk. 
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Unsteady Flow in the Obstructed 
Space Between Disks Corotating 
in a Cylindrical Enclosure 
Time-resolved measurements of the circumferential velocity component were ob
tained with a laser-Doppler velocimeter in the space between the center pair of four 
disks corotating in air in an axisymmetric cylindrical enclosure. The separate influ
ences on the flow of two obstructions of similar shapes but having different lengths 
were investigated. The results show that both obstructions significantly alter the 
mean and rms distributions of velocity in quantitatively different but qualitatively 
similar ways. Both obstructions also alter the characteristic frequencies of flow 
oscillations associated with large scale motions present in the flow, apparently of 
the type that arise in unobstructed configurations. The measurements suggest that 
an obstruction can induce bimodal states of motion over frequency ranges that 
depend on the obstruction's length. The presence of an obstruction increases the 
strength of the cross-stream secondary motion in the inter-disk space by redirecting 
fluid moving in the circumferential direction towards the radial direction. While 
this reduced the magnitude of the velocity deficit in the obstruction wake, for the 
cases investigated the flow did not recover within one revolution from the effects 
of either obstruction. 

Introduction 
The flow of air in the space between a pair of corotating 

disks is of considerable importance to information storage 
systems in the computer industry. This is because flow oscil
lations resulting from obstructions, the transport of particu
lates and the convection of heat resulting from temperature 
differences among system components, contribute to align
ment inaccuracies and, hence, to the degraded performance 
of the read-write magnetic heads that are supported at sub-
micron distances from the rotating disk surfaces. 

Although the rotating disk storage devices used in the com
puter industry are very complex, laboratory models have al
lowed an investigation of the essential characteristics of this 
class of flows. Schuler et al. (1990) review the quantitative 
experimental studies performed in unobstructed corotating disk 
flow configurations. The review by Humphrey et al. (1991) 
covers the small amount of work related to obstructed con
figurations, where the obstruction is in the shape of a rigid 
parallelepiped of rectangular cross-section that passes through 
the enclosure side wall into the space between the disks and is 
radially aligned along the symmetry plane between them. The 
work reviewed includes: (a) the first quantitative time-aver
aged measurements of velocity clearly showing the marked 
effects of an obstruction upon the flow, obtained by Tzeng 
and Humphrey (1991) using a laser-Doppler velocimeter (LDV); 
(b) the benefits of streamlining obstructions in order to min-
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April 29, 1992; revised manuscript received November 30, 1992. Associate Tech
nical Editor: Ho Chih-Ming. 

imize drag and eddy shedding, demonstrated by Yamaguchi 
et al. (1990) with a hot-wire anemometer (HWA); and, (c) 
the study on the increase in viscous dissipation resulting from 
rectangular obstructions between corotating disks, by Hudson 
and Eibeck (1991), subsequently analyzed in considerable detail 
by Humphrey et al. (1992). 

Using the two-equation turbulence model developed by 
Chang et al. (1990), three-dimensional numerical simulations 
of obstructed corotating disk flows have been performed by 
Chang and Li (1990) for the configuration and flow conditions 
corresponding to the experiment of Tzeng and Humphrey 
(1991). Although limited, the comparisons between measure
ments and computations of mean velocity show qualitative 
agreement. However, corresponding predictions of the rms 
velocity reveal discrepancies with respect to the measurements 
which point to the need to improve the numerical calculation 
and turbulence modelling methodologies. For this, more ex
tensive and accurate measurements of the mean and rms ve
locities, as well as the characteristic flow oscillation frequencies, 
are needed to guide and test developments. 

This paper presents the main LDV and HWA results of an 
experimental investigation aimed at quantifying the influence 
of a thin rectangular obstruction on the isothermal flow of air 
in the space between coaxial disks corotating in a fixed cylin
drical enclosure. In this regard, it is of special interest to de
termine the effect of an obstruction on the characteristic 
frequencies of flow oscillations associated with large-scale mo
tions present in the flow, of the type which arise in unobstructed 
configurations (Abrahamson et al., 1988). 
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Fig. 1 Side view of the test section and top view of the obstruction 
(insert) with relevant length scales, coordinate system and velocity com
ponents defined. In the figure: fi, = 56.4 mm, R2 = 105.3 mm, H = 9.5 
mm, a = 2.7 mm, and b = 1.9 mm. For the long obstruction: c = 6.9 
mm, d = 10.2 mm, L = 31.8 mm, and f = 2.0 mm. For the short ob
struction: c = 8.5 mm, d = 10.2 mm, L = 15.9 mm and t = 2.0 mm. 

Experimental Apparatus and Instrumentation 
The experimental apparatus and the LDV methodology used 

in this study have been described in detail in Schuler et al. 
(1990). Briefly, the apparatus consists of a motorized test sec
tion with the base of the test section fixed to a large inertial 
granite slab supported on a steel stand. The test section, to
gether with definitions of relevant variables and dimensions, 
is shown schematically in Fig. 1. It consists of four, coaxial, 
equidistant aluminum disks mounted on a common hub in a 
fixed cylindrical enclosure. The enclosure was modified to 
allow the insertion of an obstruction in the space between the 
center pair of the four corotating disks. 

Two obstructions of varying rectangular cross-section, one 
short (L = 15.9 mm) and one long (L = 31.8 mm), were 
machined out of Plexiglas (see Fig. 1). Either obstruction could 
be inserted radially through a slot in the enclosure wall so that 
it laid in the inter-disk midplane with its largest pair of flat 
surfaces oriented parallel to the midplane. The penetration 
depth of the obstruction is defined by the radial location of 
its tip, /up, relative to the rotating system axis of symmetry. 
Thus, on a dimensionless basis, rt[p/R2 = 1 + (a - L)/R2 
(Fig. 1) and rtip/R2 = 0.88 for the short obstruction while rtip/ 
R2 = 0.73 for the long. 

The disks are rotated by a spindle that is connected to the 
hub clamping them and to a DC servo motor located under

neath the test section. The motor is equipped with a DC tach
ometer, a linear servo-amplifier, a digital stroboscope 
tachometer and a frequency counter. The hub clamping the 
disks is composed of a stack of three black-anodized aluminum 
rings. The rings were painted with orange fluorescent enamel 
to reduce backscattered light, thus enhancing the signal-to-
noise ratio. 

The side and top walls of the cylindrical enclosure are made 
of 1/4 inch Plexiglas to allow optical access for the LDV 
measurements.' A 3/8 in. diameter hole drilled through the 
enclosure wall allows the periodic introduction of 0.5-2 micron 
mineral oil droplets for the LDV measurements. Tape was 
used to cover 75 percent of this hole to minimize possible 
perturbations to the flow. Data rates as high as 5000 Hz could 
be obtained after seeding the flow and allowing it to equilibrate 
prior to taking the measurements. 

The LDV system consists of a DANTEC 55X modular optics 
system aligned 25 deg off-axis in a backscatter mode. A de
scription of the system and a list of its relevant parameters are 
provided in Schuler et al. (1990). A 5/8 Doppler burst vali
dation criterion, set to 1.5 percent, was used with the counter 
set to "combined" measurement mode. 

The LDV system is mounted on the surface of a traversing 
table connected to three stepping motors controlled by an IBM 
PC/AT. Table movements allow the relative displacement of 
the optical probe volume to within ± 100 microns over a range 
of 18 cm. For this study the optical probe volume was moved 
in the radial and axial directions only. Geometrical symmetries 
inherent in the test section facilitated the alignment of the 
optical probe volume relative to the enclosure side wall inner 
surface and the facing surfaces of the center pair of disks. It 
was possible to locate the probe volume to within ± 50 microns 
from a disk surface and ± 500 microns from the enclosure side 
wall inner surface. 

Limited optical access near the obstructions, and the higher 
quality spectra obtainable from continuous velocity signals, 
motivated us to obtain additional data with a HWA. In this 
regard we note that it was the frequency content of the HWA 
signal which was important to measure. The HWA probe was 
mounted on a pair of 0.5 mm diameter brass wires shown 
schematically in the insert to Fig. 1. The sensor was a tungsten 
wire 5 micrometers in diameter and 1 mm in effective length 
that was soldered to the support wires. The sensor was aligned 
in the radial direction and was sensitive to both the circum
ferential and axial components of velocity. Velocity time rec
ords were obtained immediately downstream of the obstruction, 
and immediately upstream of the same obstruction by flipping 
it 180 deg to make the hotwire face the approaching flow. The 
HWA sensor was controlled by a constant temperature type 
hotwire controller (TSI Model 1010). The output signal of the 
anemometer was amplified 33 times and the DC component 

Nomenclature 

a = 

b = 
c = 
d = 
f = 

H = 
L = 
N = 

r = 

clearance between disk tip and 
enclosure wall 
disk thickness 
obstruction width at the tip 
obstruction width at the base 
frequency of mean flow oscilla
tion 
disk spacing 
obstruction length 
nondimensional mean flow fre
quency (= 2ir//Q) 
radial coordinate 

''tip 

R\ 
Ri 
R 

Re 
t 
V 

V 

radial location of obstruction 
tip ( = R2 + a - L) 
hub radius, 
disk radius 
nondimensional radius ( = r/R2) 
Reynolds number (= QR2/v) 
obstruction thickness 
mean circumferential velocity 
component 
nondimensional mean circum
ferential velocity component 
( = v/QR2) 

v = 

V = 

z 
z 

Q = 

rms of the circumferential ve
locity component 
nondimensional rms of the cir
cumferential velocity compo
nent ( = v/QR2) 
axial coordinate 
nondimensional axial coordi
nate ( = z/H) 
circumferential coordinate 
(measured with respect to the 
obstruction) 
angular speed of rotation in ra
dians/second unless otherwise 
noted 
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was suppressed by an operational amplifier with a gain that 
was flat from DC up to 10 kHz. The signal was sampled 
periodically and stored in an IBM PC-AT through a 12 bit 
analog-to-digital converter. The maximum sampling frequency 
was 3030 Hz. 

Measurement Procedure and Uncertainty Considera
tions 

Measurements of the circumferential velocity component 
were made using the green-light channel of the LDV system. 
All the measurements were taken in the space between the 
center pair of disks in the test section. Radial profiles of velocity 
were taken along the midplane between the center pair of disks 
(Z = z/H = 0) for four different circumferential locations 
(20, 90, 180, and 270 deg) downstream of the short or long 
obstruction. In addition, axial profiles were obtained at four 
radial locations (R = r/R2 = 0.71, 0.78, 0.92, and 1.00) for 
different circumferential locations relative to the obstruction 
present in the flow. 

Software was written to perform both the data collection 
and its initial reduction. At each measurement location, 2500 
validated Doppler bursts and their time increments were ac
cumulated in the buffer interface and then stored in the PC/ 
AT memory. Mean and rms values were obtained by ensemble 
averaging the instantaneous quantities. (Corresponding mean 
and rms time averages were in excellent agreement with the 
ensemble averages.) These calculations included a check-and-
correct procedure to eliminate measurements falling beyond 5 
standard deviations. Typically, not more than 5 measurements 
in 2500 were discarded this way. The data rate was controlled 
to be low enough to insure that an accurate long-term mean 
velocity could be obtained, but high enough to resolve non-
turbulent oscillations known to arise in the flow. 

The velocity time series were subsequently transferred to a 
DEC-Station 3100 to calculate their autocorrelation functions 
and spectra. Allowance was made for the random variation in 
arrival times in the velocity data by using the slotted auto
correlation technique discussed by Bell (1986). This technique 
clusters data from a time series into an autocorrelation function 
with equally spaced time-bins. The Fourier transform of the 
autocorrelation then yields the energy spectrum. A trial-and-
correct procedure allows the optimum bin time-size to be ob
tained for calculating the autocorrelation functions from which 
a spectrum is subsequently determined. 

For data collection with the HWA, software was written to 
take 8192 samples from the hotwire signal at equally spaced 
time intervals. The time records of velocity were then trans
ferred to the DEC-Station 3100 where their spectra were cal
culated using a commercial package for evenly spaced data. 

The main sources of uncertainty affecting the mean and rms 
LDV measurements were: the beam angle and optical probe 
volume location, due to refraction of the beams by the curved 
Plexiglas wall; additional (random) refraction effects; velocity 
bias; filter bias; velocity gradient broadening; inhomogeneous 
particle seeding; and, finite data-sample size. Each of these 
uncertainties has been discussed and quantified by Schuler et 
al. (1990) where it is argued that they are all small everywhere 
except for the regions very close to the disks and the enclosure 
side wall where the effects of positioning error and velocity 
gradient broadening are important. In this work it is estimated 
that, except very near these surfaces, systematic uncertainties 
in the mean and rms velocities were typically 0.2 and 5.0 percent, 
respectively. Maximum uncertainties were 5 and 50 percent, 
respectively. Corresponding values of random uncertainties in 
both the mean and rms velocities are estimated to be about 0.8 
percent, typically. Maximum values were 1.3 percent for the 
mean and 3 percent for the rms velocity. Calibration of the 
HWA anemometer was unncessary since the time information 
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Fig. 2 Dominant dimensionless unobstructed flow frequency versus 
rpm for (a) rpm increasing and (b) rpm decreasing 

from the velocity record was sufficient to compute the energy 
spectra. 

Results and Discussion 

A. Unobstructed Flow Measurements (Flow Oscilla
tions). Time-resolved measurements of the circumferential 
velocity component in the present flow configuration without 
an obstruction have been presented by Schuler et al. (1990) 
and Usry et al. (1990). The latter reported a transition from 
steady axisymmetric flow to unsteady circumferentially-peri-
odic flow between 60 and 64 rpm (Re = 4.88 X 103, approx
imately). The transition was found to coincide with the 
appearance of six circumferentially distributed axially aligned 
vortical structures of the type visualized by Abrahamson et al. 
(1988). 

New time-resolved measurements of the circumferential ve
locity component are provided here at the radial location r -
93 mm (R = r/R2 = 0.89) on the midplane between the two 
center disks, for values of fi ranging from 60 rpm to 4200 rpm 
(4.59 x 103 < Re < 2.91 X 105). For each rpm, the system 
was brought to the target rotational speed from a lower ro
tational speed, and the flow was allowed to equilibrate for a 
minimum of 100 revolutions prior to measuring a velocity time-
record. Each time-record obtained displayed a distinct sinu
soidal-like oscillation whose frequency,/, was determined from 
the corresponding energy spectrum. Figure 2(a) shows the 
variation of N = 2TT//Q with respect to rpm. The data appear 
as a staircase pattern over the range of rotational speeds ex
amined and show that the dominant frequencies of the large-
scale flow oscillations are close to integer multiples of the disk 
angular velocity. This finding strongly supports the notion that 
it is the periodic passage past the measurement probe-volume 
of large scale flow structures that induces the oscillations ob
served. The relatively sharp transitions between the near-in
teger values shown in the figure were reproducible. 

Figure 2(b) shows the corresponding distribution of N for 
the system brought to its target rotational speeds from higher 
(rather than lower) values. A comparison between the two sets 
of results reveals a rotationally-dependent hysteresis in the 
values of the rotational speeds marking the transitions in N. 
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Fig. 4 Energy spectra obtained with a hotwire anemometer immediately 
upstream of an obstruction in a flow at Re = 2.64 x 10s (3600 rpm) (a) 
short obstruction and (fa) long obstruction 

B. Obstructed Flow Measurements (Flow Oscilla
tions). Energy spectra obtained from the hotwire measure
ments of velocity at 3600 rpm (Re = 2.64 X 105) are shown 
in Fig. 3 for the measurement position immediately down
stream of the two obstructions, and in Fig. 4 for the meas-' 
urement position immediately upstream of the two 
obstructions. Downstream of the short obstruction Fig. 3(a) 
shows a dominant frequency at 132 Hz corresponding to TV = 
2.2. Downstream of the long obstruction Fig. 3 (b) shows three 
relatively weak peaks at 93, 137, and 183 Hz, respectively, 
with that at 137 Hz corresponding to TV = 2.3. For the unob
structed flow, shown in Fig. 2, a value of TV close to 2 is 
expected. 

The spectra measured upstream of the long and short ob

structions (Fig. 4) show the same dominant frequencies as those 
measured downstream of these obstructions but with much 
larger energy content. This suggests that the motions respon
sible for the oscillations attempt to reestablish themselves within 
one revolution of the disks. In this regard, the short obstruction 
spectra reveal frequencies with much larger energy content than 
observed for the long obstruction at both the upstream and 
downstream locations. It will be shown below that both ob
structions significantly alter the mean and rms velocities in the 
inter-disk space. However, the above results imply that the 
shorter obstruction has a weaker influence on the time depen
dent properties of the flow. Clearly, as the penetration depth 
of an obstruction is decreased, the inter-disk fluid motion 
should gradually acquire the unobstructed flow characteristics. 

Energy spectra obtained at rotational speeds less than 1400 
rpm (not provided here) showed evidence of eddy shedding 
for the long obstruction only. For example, at 900 rpm an 
eddy shedding frequency of 800 Hz, corresponding to St = 
ft/fii?2 = 0.16, was measured for this obstruction. The energy 
at high frequency started appearing at 100 rpm, approximately, 
and persisted up to the highest frequency the instrumentation 
could resolve (1500 Hz at 1400 rpm). It is expected that eddy 
shedding from the long obstruction would continue at rota
tional speeds greater than 1400 rpm. Figure 5 shows the var
iation of the dimensionless frequency, N, with respect to disk 
speed of rotation for the obstructed flows. These data differ 
in a significant way from the unobstructed flow results shown 
in Fig. 2. For both the long and short obstructions there are 
ranges of the rotational speed for which at least two values of 
TV are possible. Therefore, there are no clear-cut values of disk 
rotational speed marking possible transitions between the dif
ferent values of TV. For example, for the short obstruction we 
find TV = 3.2 or 3.8 for 500 < Q < 1600 rpm, and for the 
long obstruction TV = 2.2 or 3.2 for 2100 < fi < 2300 rpm, 
approximately. 

In the unobstructed flow case we know that the quantity TV, 
when rounded to the nearest integer value, coincides with the 
number of large-scale vortical structures periodically distrib
uted in the circumferential direction. The present duality of 
frequencies observed for the obstructed flows suggests that the 
effect of an obstruction is to induce bimodal states of motion 
in the inter-disk space. While the data are insufficient to un-
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ambiguously attribute the bimodal states of motion to alter
nations between the number of vortical axially-aligned unob
structed-type flow structures, from the spectra it is clear that 
the energy content of these motions is considerably larger in 
the case of the short obstruction than the long, in keeping with 
the notion that the short obstruction flow is closer to the 
unobstructed flow in its time-dependent characteristics. 

C. Obstructed Flow Measurements (Mean and RMS Ve
locities). Radial and axial profiles of the mean and rms ve
locities for the obstructed flow cases at 3600 rpm are provided 
in Figs. 6 to 11. The radial traverses taken along the midplane 
between the disks (Z = 0) are plotted in Figs. 6 and 7. For 

comparison, corresponding profiles for the unobstructed flow 
are included. Figures 8 and 9 show axial traverses for various 
radial locations at circumferential locations, 20 and 90 degrees 
downstream of the long obstruction, respectively. Figures 10 
and 11 provide the corresponding plots for the short obstruc
tion. 

The motion of air in the unobstructed space between cor
otating disks would be described everywhere by solid body 
rotation if the gap dimension were a = 0 and the enclosure 
wall were rotating at the same angular velocity as the disks. 
However, the enclosure is stationary and this results in a lower 
air velocity in the core of the flow relative to the disk velocity. 
Near the disks the centrifugal force acting on the air in the 
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disk Ekman layers overcomes the inwardly-directed radial pres
sure gradient force while the opposite is true in the core of the 
flow. This results in a cross-stream secondary motion that 
displaces the air radially outward along the disk surfaces to
wards the enclosure side-wall, and radially inward toward the 
hub in the core of the flow. The secondary motion transfers 
a deficit of circumferential momentum from the enclosure side-
wall into the core of the flow and this results in a larger fraction 
of the flow that deviates from solid body rotation than can be 
attributed to radial diffusion effects alone. A second source 
of circumferential momentum deficit is due to the obstruction. 
This is shown by the marked reductions in the mean circum
ferential velocity, relative to the unobstructed flow case, plot
ted in Fig. 6(a). Past the obstruction the flow attempts to 
recover its undisturbed state but is unable to do so in the course 
of one revolution. 

The first rms profile immediately downstream of the long 
obstruction, shown in Fig. 6(b) displays considerably larger 
values of this quantity than the corresponding profile for the 
unobstructed flow case. However, the rms profiles further 
downstream show relatively constant uniform values which are 
actually lower than the rms values for the unobstructed flow. 
The reduction in the rms is attributed to a disruption of the 
periodic passage of the large-scale axially-aligned vortical 
structures present in the unobstructed flow. 

The mean velocity profiles for the short obstruction, shown 
in Fig. 7 (a), are similar to those for the long obstruction with 
two noteworthy differences. First, the radial extent of the 
reduced velocity immediately downstream of the obstruction 
is considerably smaller. Second, recovery of the flow is faster. 
The rms values in Fig. 1(b) are very high 20 deg downstream 
of the tip of the obstruction. The gradual displacement of the 
maxima in the rms profiles (from R = 0.86 at 20 deg, to R ' 
= 0.8 at 90 deg, to R = 0.7 at 180 deg) suggests that this high 
rms fluid is convected towards smaller radii by the cross-stream 
secondary motion. We believe that this explains the higher 
values of the rms velocity at all circumferential locations with 
radii less than R = 0.66 in the figure. An estimate of the mean 
radial velocity (vr) along the inter-disk midplane can be ob
tained from the sequential locations of these elevated rms lev
els. This yields vr = -1.4 m/s which, nondimensionally, is 
vr/QR2 = -0.035. In contrast, for a disk rotating freely in 

the laminar flow regime Batchelor (1951) has shown that vr is 
approximately equal to Afi V. Taking Afi as the rotational speed 
of a disk minus the rotational speed of the bulk of the air 
between a pair of disks, the dimensionless velocity computed 
from this expression at R = 0.7 is vr/QR2 = +0.056. 

The axial variations of the mean and rms velocity profiles 
for the long obstruction, shown in Figs. 8 and 9, reveal in 
further detail how the flow evolves past the obstruction. Be
tween 20 and 90 deg, the mean velocity profiles already show 
a significant recovery from the strong influence of the ob
struction. The midplane velocities at 90 deg for R = 0.78 and 
R = 0.92 increase as a result of the cross-stream secondary 
flow which is augmented by the higher value of Afi caused by 
the obstruction. Air near the disks moves at essentially the 
disk speed of rotation while further away its circumferential 
velocity is substantially reduced by the obstruction relative to 
the value that would exist in the absence of an obstruction. 

The rms profiles in Fig. 8(b) show that the turbulence in
tensity in the wake of the long obstruction is highest near the 
tip which is at rtip/R2 = 0.73. The profiles for R = 0.78 and 
for R = 0.92 display maxima on either side of the obstruction 
where the flow shears past it. A comparison among these four 
profiles shows the extent to which the wake has spread in the 
axial direction by the time the 20 deg location is reached. A 
similar comparison among the profiles at 90 deg (Fig. 9(b)) 
shows much more uniform distributions, again supporting the 
notion of a strong mixing action due to the combined effects 
of the cross-stream secondary flow and enhanced turbulent 
diffusion. The rms values at R = 1.0 are larger than the 
background turbulence on the midplane (Z = 0) as a result 
of the collision of the Ekman layers in the vicinity of Z = 0 
on the enclosure side wall. 

The axial profiles of mean velocity 20 deg downstream of 
the short obstruction (Fig. 10(a)) show almost no variation 
at the two radial locations (R = 0.71 and 0.78) that are less 
than the radial location of the obstruction tip (rtip = R2 = 
0.88). The other two profiles reveal the presence of a large 
wake similar to the long obstruction case. The corresponding 
rms values at 20 deg (Fig. 10(b)) are low at the two inner 
radii and high at the two outer radii. The mean profiles 90 deg 
downstream of this obstruction (Fig. 11 (a)) again show that 
a recovery is under way. By the 90 deg location, the two higher 
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levels of the rms at large radii have been reduced while the 
two lower levels at small radii have been increased. These 
observations support the picture of a flow that is strongly mixed 
by the combined effects of turbulent diffusion and advective 
transport by the secondary motion. 

Conclusions 
Laser-Doppler measurements of the circumferential com

ponent of velocity obtained in the region between a pair of 
disks corotating in a fixed cylindrical enclosure reveal that the 
presence of a thin rectangular obstruction significantly affects 
the average and time dependent features of the flow to an 
extent dictated by the penetration depth of the obstruction in 
the inter-disk space. Hotwire spectra reveal bimodal states of 
motion for both long and short obstructions, and eddy shed
ding for the long obstruction only. The blockage due to an 
obstruction increases the strength of the cross-stream second
ary motion, helping to reestablish the character of an unob
structed flow within one revolution. However, for the 
conditions investigated here recovery is not achieved within 
one revolution. Larger obstruction blockage ratios, typical of 
current and forthcoming disk storage designs, are the subject 
of continuing research. 
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Noniterative Solution for Pressure 
in Parabolic Flows 
Parabolic flows in which the pressure variation in the streamwise (or marching) 
direction is unknown a priori include internal thin shear layers, shock-boundary 
layer interactions, and inverse boundary layers with specified displacement thickness 
or shear stress. The pressure is typically obtained through an additional iteration 
beyond that required to determine the velocity components (and other dependent 
variables). A generalized block-tridiagonalprocedure is discussed in which pressure 
is determined within the iteration for velocity components to substantially reduce 
computation time. The increase in algebraic complexity in the solution procedure 
is small; no increase in the size of the block matrices is required. The method applies 
to any marching solution in which a scalar dependent variable is constant across 
the flow, but varies in the streamwise or marching direction. 

Introduction 
Finite-difference techniques for two-dimensional thin shear 

layers take advantage of the block-tridiagonal structure of the 
linearized difference equations in an efficient factorization 
solution procedure (see, for example, Blottner, 1975). Three-
dimensional flows with small crossflow (Cebeci, 1974) or ro
tational symmetry (e.g., Truman and Jankowski, 1985) also 
result in block-tridiagonal systems. However, for parabolic 
flows in which pressure is constant across the shear layer (e.g., 
the ^-direction) but varies in the streamwise or marching di
rection (e.g., the x-direction), the pressure p(x)is unknown a 
priori and must be determined simultaneously with the velocity 
components. In the present method, this additional unknown 
and corresponding constraint are treated as additional elements 
in the standard block-tridiagonal form of the linearized dif
ference equations. Examples of flows in which the pressure 
must be computed simultaneously with the velocity compo
nents are: (i) internal flows, including ducts and diffusers; (ii) 
inverse boundary layers, with specified displacement thickness 
or wall shear stress; and (iii) shock-boundary layer interactions. 
The scalar constraint may take the form of integral conser
vation of mass, a specified displacement thickness or wall shear 
stress, or conditions at the edge of the boundary layer. 

Previous methods of solution for such flows include an 
integral form of conservation of mass used by Bodoia and 
Osterle (1961) to compute flow development in a plane Po-
iseuille channel. Since a Gaussian elimination procedure was 
used, this quadrature was simply solved simultaneously with 
the difference equations for mass and momentum. The effi-' 
ciency afforded by tridiagonal solvers, however, required that 
the constraint used to determine the pressure be uncoupled 
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from the remaining difference equations. Most implicit meth
ods employ an iteration procedure for the pressure (Anderson 
et al., 1984); the nonlinear eigenvalue method (Cebeci and 
Chang, 1978) is an example. In this method, the pressure is 
treated as an eigenvalue in the system of linearized difference 
equations. Additional iterations, beyond those required to solve 
the nonlinear difference equations, are required to determine 
the eigenvalue. Although this iteration for the eigenvalue (pres
sure) typically converges in three iterations, the solution of an 
internal or inverse boundary layer is three times more expensive 
than the standard boundary-layer solution. 

In the mechul function method (Cebeci and Bradshaw, 1977), 
the pressure is treated as an additional unknown at each grid 
point, and the basic block-tridiagonal structure is retained. 
The idea of computing the pressure p(x, y) even when its 
variation across the boundary layer was negligible was used 
by Cebeci and Chang (1978) to compute duct flows. For thin 
shear layers, the transverse momentum equation reduces to 
dp/dy = 0. In the mechul function approach, however, this 
equation is retained and pressure p(x, y) is included as an 
unknown along with the velocity components u (x, y) and v(x, 
y). A recent inverse boundary layer application by Kaufman 
and Hoffman (1985) for specified wall shear found that using 
dp/dy = 0 led to an instability. They instead used d2p/dy2 = 0 
across the boundary layer, with dp/dy = 0 enforced at the wall. 
The present work shows that such manipulations are unnec
essary, since the pressure can be determined simultaneously 
with the velocity components without iteration. The present 
approach also provides a more efficient solution procedure. 

Description of Generalized Method 
Although the unknown pressure and scalar constraint must 

be added to the block-tridiagonal structure of the linearized 
difference equations, the solution can proceed in almost the 
usual manner. It is a misconception that additional iterations 
are required or that the block size must be increased by in-
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eluding a transverse variation of the pressure which is then set 
to zero. The present method is a generalization of those used 
to determine pressure in shock-boundary layer interactions 
(Reyhner and Fliigge-Lotz, 1968) as well as in duct flows and 
inverse boundary layers (Kwon et al., 1984). The linearized 
difference equations are partitioned between a block-tridi-
agonal system for the velocity components and a scalar con
straint for the pressure. An upper/lower triangular matrix 
factorization is performed in the usual manner. The coeffi
cients of the scalar equation are eliminated during the forward 
sweep to determine the pressure directly; no initial guess for 
pressure is required. During the backward sweep, the pressure 
is used to determine the velocity components (and other de
pendent variables). Indeed, the procedure applies for any 
marching solution in which a scalar dependent variable varies 
only in the marching direction, and is determined from an 
equation involving the other dependent variables and (possibly) 
the scalar variable itself. 

To illustrate the new method for the solution for pressure, 
consider the system of linearized difference equations for a 
parabolic two-dimensional incompressible flow (see, e.g., 
Blottner, 1975). The pressure p, which varies only in the 
streamwise direction, is included as an unknown in this systern. 
The other unknowns are represented by the «-length vector Wj 
of the remaining dependent variables, which includes the two 
velocity components and, in the case of the Box method (Keller 
and Cebeci, 1972), the shear stress. The n boundary conditions 
at one boundary (j= 1) are 

B1H
>, + C1TF2 + G1p = A . (1) 

These boundary conditions would include, for example, no-
slip and no-penetration conditions. The n transport equations 
at internal grid locations are expressed as 

A^Wj^ + -&-Wj + CjWj+l + Gjp = Dj, (2) 

for/'= 2, . . . , J- 1. These would include conservation of mass 
and streamwise momentum. The n boundary conditions at the 
other boundary (J = J) are 

AyFy- , + ByT̂ y + GjP = Dj. (3) 

The scalar constraint used to determine the pressure can be 
written as 

aIWl + aZW2+---+ aJWj+ gp = d, (4) 

where the superscript Tdenotes the transpose. This is the most 
general form of the scalar constraint; some specific examples 
are discussed below. The coefficients_are_given by n x n block 
matrices A,-, By, and C,, n x 1 vectors Dj, Gj, and 5,-, and scalars 
d and g. 

Writing this system of equations in matrix form shows the 
resulting "nearly" block-tridiagonal form is A W = D, or 

B, C, 

A2 B2 C2 

Ay-

—T —T 
ax a2 • • 

iBy-

Ay 

—T 
a J-

lCy-l 

By 

a] 

G, 1 
G2 

Gy_, 

Gy 

g . 

The efficient solution methods for pressure developed by Re
yhner and Fliigge-Lotz (1968) and Kwon et al. (1984) have 
been generalized in the present method by noting that the usual 
solution procedure of factorizing the coefficient matrix A into 
lower- and upper-triangular matrices L and U can be carried 
out to yield L U W = D, where 

I 

A2 I 

Ay-

"T "T 
ax a2 ••• 

1 I 
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"T 
tfy-i 
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aj 1_ 

and 
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G, 1 
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8 . 

The caret indicates matrices, vectors and scalars formed from 
the elements in the original matrix A in Eq. (5) through the 
recursion relations defined in Truman et al. (1988). Then fol
lowing jthe usual factorization procedure UW = L~'D = D, 
where D= [Du 32, . . . , D^ dY_\s determined from L D = D. 
Then the unknowns W = [ W{, W2, ..., Wj, p]T are determined 
quite easily from U W = D. The pressure is determined_first 
from_|/7 = 3, or p = 3/g. Then the w-length vectors Wj, Wj„u 
. . . , W\ are obtained through backward substitution to arrive 
at the solution for the linearized system. Further details of this 
method including recursion relations are given by Truman et 
al. (1988). The nonlinearity inherent in the momentum equa
tions requires iteration and new coefficient matrices are com
puted. Thus the pressure is obtained simultaneously with the 
velocity components (and other dependent variables) in each 
iteration to solve the nonlinear difference equations. 

The formation of the coefficient vectors dj and G, requires 
additional floating-point operations relative to those required 
to compute A,- and B;. An operations count for the present 
method is compared with those for the nonlinear eigenvalue 
and mechul function methods in Truman et al. (1988). Com
parisons for several examples are carried out in the Results 
section. 

The general form of the scalar constraint (4) can represent 
a variety of conditions. Only a few nonzero elements actually 
appear in the vector coefficients a,- and Gj injnost cases. Note 
that g and d may be zero but that g and d will be nonzero 
after the factorization. Some of the more common examples 
of the scalar constraint are: (i) integral conservation of mass 
using quadrature formulas; (ii) integral conservation of mass 
using a stream-function formulation (Cebeci and Chang, 1978); 
(iii) the streamwise momentum equation written at the cen-
terline of a duct or channel (Anderson et al., 1984; Cebeci and 
Chang, 1978); (iv) specified wall shear stress (Keller and Cebeci, 
1972); (v) specified displacement thickness (Anderson et al., 
1984); (vi) pressure-velocity relation in a shock-boundary layer 
interaction (Reyhner and Fliigge-Lotz, 1968). For some forms 
of the scalar constraint, including (ii) and (iv) above, the pres
sure may be determined with a reduced set of recursion rela
tions, as shown in Truman et al. (1988). 

The present method for the solution for pressure in parabolic 
flows simply takes advantage of the' 'nearly'' block-tridiagonal 
structure of the linearized difference equations in an efficient 
factorization scheme. A similar approach was used to develop 
recursion relations for the solution of cyclic block-tridiagonal 
systems (Napolitano, 1985) which arise in problem* with pe
riodic boundary conditions. Towne and Hoffman (1984) de
veloped a form similar to Eq. (5) for the solution of the 
streamwise pressure in a three-dimensional parabolic proce
dure. Towne and Hoffman also showed that even in a com-
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Table 1 Comparison of efficiency of solution methods for turbulent internal thin shear layers 

Test case 

Parallel-plate channel 
entrance region 
(Cebeci and Chang, 1978) 
Source flow between 
stationary disks 
(Truman and Jankowski, 1985) 

Source flow between 
rotating disks 
(Truman and Jankowski, 1985) 

Block 
size n 

2 

3 

5 

Computation Time 
(CPU s, IBM 3032/4341) 

Nonlinear 
eigenvalue 

3.6 

28 

87 

Generalized 
block-

tridiagonal 

1.9 

10 

30 

Savings 

47% 

64% 

66% 

pressible form, integral conservation of mass can be written 
in the form of Eq. (4) when the density is expressed in terms 
of pressure through the ideal gas relation. In a novel method 
used by Van Dalsem and Steger (1987) for separated three-
dimensional boundary layers, the pressure terms in the mo
mentum equations were replaced by applying the momentum 
equations evaluated at the wall and at the wake centerline. The 
resulting augmented scalar tridiagonal system of equations is 
solved by LU decomposition, in a manner very similar to the 
present method. Jang et al. (1989) employed a factorization 
technique similar to the present work to efficiently solve a 
bordered block-tridiagonal system which occurs when turbu
lent viscosity terms are fully linearized in a boundary-layer 
method. 

Results 
Several test cases are used to demonstrate the efficiency of 

the present technique as compared to the nonlinear eigenvalue 
method (Cebeci and Chang, 1978). Each test case is an internal 
incompressible flow in which the Box method was employed 
with an algebraic turbulence model. These results are sum
marized in Table 1. 

The theoretical savings in computational time can be esti
mated by assuming that the nonlinear eigenvalue solution re
quired three iterations at each marching step compared to each 
solution of the nonlinear difference equations in the new 
method for a savings of about two-thirds. These savings are 
somewhat diminished by the additional recursion relations in 
the matrix factorization in the new method. It is clear, as the 
number of variables n increases, the additional work required 
by the new method is negligible compared to the savings 
achieved by eliminating the iterations in the nonlinear eigen
value method. The mechul function approach for the three 
examples in Table 1 would require computation times which 
were greater than the present method by 85, 57 and 33 percent, 
respectively. Moreover, storage requirements for the mechul 
function method would be larger by the factor [(« +1)/«]2. 
Figure 1 shows the theoretical operation count per transverse 
grid point, which is proportional to computation time, for the 
standard and generalized block-tridiagonal methods as well as 
that for the mechul function where block size is increased to 
« +1. As n increases, the advantage of the present generalized 
method over the mechul function method decreases, but the 
savings in time and storage for typical values of n is significant. 
The savings achieved by using the generalized block-tridiagonal 
method over the nonlinear eigenvalue method are dramatic, 
since the latter typically requires three iterations with the stand
ard block-tridiagonal method. 

Conclusion 
A generalization of an efficient solution method of parabolic 

flows in which the pressure is unknown a priori was presented. 
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Standard block-
tridiagonal 

Generalized block-
tridiagonal 

Mechul function 

Nonlinear eigenvalue 

2 3 5 

Block size, n 

20 

Fig. 1 Block-tridiagonal operation count (per transverse grid point) ver
sus block size 

The present method shows that solution methods such as the 
nonlinear eigenvalue and mechul function approaches are not 
necessary since an efficient solution can be achieved in nearly 
the usual manner as used for standard block-tridiagonal sys
tems. The generalized block-tridiagonal procedure can be em
ployed for parabolic flows in which a scalar variable does not 
vary across the shear layer but varies in the marching direction. 
Besides pressure, as described herein, other such dependent 
variables arise. For example, the variation of the shock layer 
thickness in the streamwise direction is unknown in marching 
solutions for supersonic flows past blunt bodies. Barnett et al. 
(1982) and Davis and Blottner (1987) describe specific appli
cations of the general procedure discussed herein for para-
bolized Navier-Stokes and (hyperbolic) Euler equations, 
respectively. 

The efficiency of the present method becomes increasingly 
important with the inclusion of additional transport equations 
for energy or turbulence quantities. For example, the present 
method has been used to predict turbulent source flow between 
rotating disks (Shirazi and Truman, 1988) at approximately 
one-third cost of the nonlinear eigenvalue method. A two-
equation turbulence mode! was employed, and the coefficient 
matrices were composed of 9x9 block matrices. 
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Turbulent Shear Flow and Heat 
Transfer Over the Repeated Two-
Dimensional Square Ribs on 
Ground Plane 
This paper describes the flow structure over the repeated two-dimensional square 
ribs of side length D, placed at a pitch S on a ground plane. The value of S/D which 
most augments the turbulence of the free stream and, hence the heat transfer is 
calculated. The region of interest in this investigation is far downstream where the 
velocity and temperature distributions follow similarity rules. The time-mean ve
locity, static pressure, and the velocity vectors were measured by Pitot-and static 
pressure tubes and a three hole cylindrical yawmeter. The turbulence intensities and 
integral scale were obtained using a hot wire anemometer. The mean temperature 
distribution was measured by thermocouples and the local heat transfer coefficient 
was then calculated. It is found that at S/D = 9 the turbulence intensity is maximized. 
As a result of this effect and the fact that for S/D = 9 the flow reattaches within a 
groove, the heat transfer is also maximized. The measurements show how the location 
of reattachment depends on S/D and that high local heat transfer coefficient co
incides with the reattachment point. The average heat transfer coefficient and the 
pressure drop correlation is quantified. 

1 Introduction 
The flow over rough walls has been hitherto investigated in 

relation to the drag of a rough wall as well as early establish
ment of a turbulent boundary layer which augments the heat 
transfer. Nikuradse (1933) studied first the turbulent flow in 
pipes roughened by sand and Schlichting (1936) investigated 
the resistance of a wall with repeated roughness elements. Perry 
et al. (1969) studied the turbulent boundary layer developing 
over a rough wall and proposed to divide them into two types: 
"rf-type," independent of the size of roughness element for 
value of S/D < 4, (where S is the pitch between adjoining 
roughness elements and D is the height of roughness element) 
and "k-type" which is dependent on the roughness size for 
S/D > 4. Antonia and Luxton (1971) studied the "k-type" 
and Osaka et al. (1984) investigated the "d-type" boundary 
layer. 

In connection with the problem of augmenting the heat 
transfer, Nunner (1956) measured the heat transfer and the 
pressure loss in the pipe where the inner wall was roughened 
by wires of various sizes. Webb et al. (1971) studied the relation 
between the heat transfer and the resistance of tubes roughened 
by the repeated ribs for the cases of 10<S/D<40, and Berger 
and Hau (1979) measured the mass- and heat transfer in pipe 
roughened with the repeated square ribs for cases of 3 < S/ 
D < 10. Rao and Picot (1970), and Edwards and Sheriff (1961) 
studied the heat transfer on the inner tube of annulus and the 
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ground plane in the test section of wind tunnel using wires as 
promoters for various values of S/D. Optimum values of S/ 
D to augment the heat transfer were given at S/D = 7 by Rao 
and Picot (1970), and at S/D =10 by Edwards and Sheriff 
(1961), and Han et al. (1978). 

In the references mentioned so far, no information is pre
sented on the detailed flow structure. This was undertaken by 
Hijikata et al. (1984) and Mori et al. (1985) who studied the 
flow between adjoining ribs among repeated two-dimensional 
ribs on the ground plane for the single case of S/D =15. 
Ichimiya et al. (1983) measured the flow over repeated ribs on 
the lower insulated wall of duct whose upper wall was heated 
for cases of S/D=5, 7, and 15. However, these studies were 
performed for limited case of S/D and did not, as a conse
quence, describe the variation of flow properties with the pitch 
ratio S/D nor, in particular, include information on maximum 
heat transfer. 

The present paper describes the detailed study of the flow 
structure over repeated two-dimensional square ribs on the 
ground plane for various values of S/D and indicates the value 
of S/D which is optimal in augmenting turbulence. 

2 Experimental Apparatus and Measurement Proce
dures 

The experiment was carried out in a blow down wind tunnel 
having a 500 mm x 500 mm working section of 2000 mm 
length. The ground plate, an aluminum plate of 4 mm thick
ness, was set with a spacing of 25 mm from the lower wall of 
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Stainless-foil 30 

(a) Test section 

(b) Details of ribs and inlet of duct 

Fig. 1 Apparatus and nomenclature 

tunnel exit in order to avoid the boundary layer developed on 
the tunnel wall, as shown in Fig. 1. A half-ogival forebody 
of 150 mm length was placed on the leading-edge portion of 
the ground plate. Two-dimensional square ribs with side length 
D= 10mm were aligned at regular pitch, S, on the lower wall 
of the test section and were varied to provide S/D = 2, 3, 4, 
5,7,9,13, and 17. The trough thus created between two square 
ribs will be referred as a groove. The time-mean velocity, static 
pressure, and the velocity vectors were measured by Pitot- and 
static pressure tubes, and a three hole cylindrical yawmeter of 
6 mm diameter. The turbulence intensities, and integral length 
scale were obtained using an F.F.T. Analyzer connected to a 
hot wire anemometer. Use of the anemometer in the recircu
lation zone was avoided by restricting measurements to a po
sition of Y greater than zero, where Y is measured from the 
top of the ribs. This slightly unusual choice of origin, as op
posed to the ground plane, was made to emphasize this aspect. 
Only the three-hole probe was used for negative Y, in other 
words, within the recirculation zone, and the probe was aligned 
to the direction of the mean flow by nulling the pressure dif
ference between the outer holes. For the purpose of qualitative 
depiction of the flow pattern and measurement of the recir
culation length, this technique was adequate. Measurements 

Ajn 

Fig. 2 Heater arrangement in heat transfer experiment 

were made at 14 axial locations corresponding to the centers 
of the square ribs and the grooves for a free stream 
velocity of U„=16.0 m/s corresponding to Re=UaD/v = 
l.OxlO4. 

The heat transfer experiment was done in a blow down wind 
tunnel having a 100 mm x 100 mm working section of 1500 
mm length. The heated surface of the ground plate consisted 
of a stainless steel foil (thickness = 0.03 mm) which was 
supplied by a constant heat flux of an alternating current of 
100V. The foil was attached on to insulating bakelite plate to 
prevent heat loss as shown in Fig. 2. The temperature of the 
heated surface Tw was measured by copper-constantan ther
mocouples of 0.1 mm diameter which were set on the stainless 
steel foil. Measurements were made at five downstream groove 
centers and five locations between the two-adjoining square 
ribs by using the probes as shown in Fig. 3, for a free-stream 
velocity of Ux= 12.0m/s, corresponding to Re=C/oo 
£>/e = 7500. 

3 Experimental Results and Discusssions 

3.1 Velocity Profiles in Shear Layer Over Repeated Square 
Ribs. Flow visualizations are presented first in order to pro
vide a qualitative picture of the flow field. Flow visualization 
was performed in a water channel with flow corresponding to 
Re = 500. Figure 4 shows photographs of the flow and vortices 
generated behind a rib for the cases of S/D = 2, 5, and 9. The 
combined effect of flow reattachment and the intensified tur
bulence behind the ribs are the key to heat transfer enhance
ment. A small stable vortex exists in the groove for S/D = 2 
and, for S/D = 5, a larger stable vortex occupies the entire 
groove, without reattachment of the separation streamline on 
the floor of the groove. For S/D = 9, in contrast, this streamline 
reattaches to the floor of the groove at about 4D. This result 
was confirmed in the wind tunnel, at the Reynolds number 
used later, by the three hole probe. 

The turbulent shear layer and the velocity profiles not shown 
here, tend to similarity with increasing distance. Therefore the 

Nomenclature 

C„ = 

D 

P = 

Re = 

T, Tw, Tm = 

pressure coefficient 
= (P-Pm)/(pUi/2) 
side length of square 
section of two-dimen
sional ribs 
integral scale in ^-direc
tion 
static pressure 
static pressure in free 
stream 
heat flux 
Reynolds num
ber = U„D/ v 
pitch between the cen
ters of two adjoining 
square ribs 
mean temperature, wall 
temperature and mean 
temperature in free 
stream 

U 
Ux 

u' 

X, Y,Z 

X = 

time-mean velocity 
velocity at outer edge of 
shear layer 
velocity in free stream 
X component of fluc
tuation velocity 
coordinates with origin 
above 10 mm at the cen
ter of the leading edge 
of the ground plane (see 
Fig. 1). Xis chosen 
along the ground plane, 
Y and Z for the vertical 
and horizontal direc
tions, respectively 
distance in ^-direction 
from the center of the 
rib 

Y = distance in Y-direction 
from the base in the 

_ groove 
Xr = distance from the center 

of square rib to the reat
tachment point 

a = local heat transfer coef
ficient = g/(Tw-Tat) 

a0 = local heat transfer coef
ficient on the smooth 
surface without ribs 

a = average heat transfer 
coefficient 

5 = thickness of turbulent 
shear layer 

v = kinematic viscosity of 
air 

p = density of air 
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3.2 Turbulence Iutensities in Shear Layer over Re
peated Ribs.

The augmentation in heat transfer with changes in SID is

(c)

Fig. 4 Photographs of vortices in water channel. Reynolds number is
approximately 500. (a) SID =2; (b) SID =5; (e) SID =9

o
--co

5

e

above the rib for the various values of SID is concentrated in
the region of Ylo < 0.5. The velocity profiles at YI8 > 0.1
for SID = 3, 4, and 5 are close to the 113 power law profile.
Figure 7(b) shows that the velocity profiles above the last
groove center, near XID= 147, concentrate in a narrow range
which is different from the case of the rib. The 113 power law
in the velocity profile means that the displacement thickness
increases in the downstream distance and large pressure losses
occur. This is different from the case of a conventional tur
bulent boundary layer.

(e) Thermocouple probe

Fig. 3 Sketches of probes

lCWC-C

~

ribs can be seen as the roughness element on the flat plate.
The thickness of the turbulent shear layer was defined by the
value of Y where U is equal to 0.99U[. Figure 5 shows the
variation of the thickness of the turbulent shear layer with the
pitch ratio SID. This and the figure that follow, serve to define
the region of interest in this investigation, namely the region
of large XID where the velocity and temperature distribution
follow similarity rules closely. In the range of 2~ SID ~ 9,
thickness increases with increase in the downstream distance,
as for a conventional turbulent boundary layer on a flat plate,
but it is almost unchanged in the range of SID~9.Apparently,
the interaction between the ribs reaches a maximum at SID
:;: 9 and beyond this spacing no additional disturbance is
introduced.

In order to examine the development of the similarity in the
shear layers, Fig. 6 shows the velocity profiles in the sections'
at the centers of ribs and grooves between two ribs in the case
of SID = 9 and at a distance of about 70 and 46, respectively.
Although the velocity profiles above the rib centers are some
what different from the 113 power law profile, the profiles at
Y10 > 0.1 above the groove centers are close to the 1/3 power
law profile, except for XID=28.0.

Figure 7(a) shows the variation of the velocity profile in a
section at the similar profile region, near XID = 142, with the
pitch ratio SID. The difference between the velocity profiles
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Fig. 6 Velocity profile in shear layer for S/D = 9 ((a) rib; (b) groove (Un
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Fig. 8 /-component of turbulence intensity for S/D= 5 
((a) rib; (b) groove (Uncertainty in Y/S = 0.02 and in u'2/U, = 0.0015)) 

due to the change in the turbulence intensity. Figures 8 and 9 
show the A'-component of turbulence intensity in the shear 
layer at the rib and groove centers for the cases of S/D =5 
and 9. The profiles of turbulent intensity become self-pre
serving at locations farther downstream in contrast to the mean 
velocity for the case of S/D = 5 shown in Fig. 8. The profiles 
of turbulence intensity in the shear layer at the rib center 
become self-preserving by X/D = 40 for the case of S/D = 9 as 
shown in Fig. 9(a). But Fig. 9(b) shows that the turbulence 
intensity in the shear layer at the groove decays with an increase 
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Fig. 9 X-component of turbulence intensity for SID = 9 
((a) rib; (b) groove (Uncertainty in W6 = 0.02 and in u'2/U? = 0.0015)) 
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Fig. 10 Xcomponent of turbulence intensity at groove center 
((a) X/D = 69; (D) X/D = 108; (c) X/D = 147 (Uncertainty in V/S = 0.02 and in 
u '2 /U2 = 0.0015)) 

in the downstream distance, and in particular it does not achieve 
a self-preserving profile with X/D =145 in contrast to the 
velocity profiles at the same position. In order to examine the 
variation in turbulence intensity with the pitch ratio S/D, pro
files of turbulence intensity were measured at three typical 
positions, X/D = 69, 108, 147, for the groove centers. Figure 
10 shows the variation of turbulence intensity in the shear layer 
with the pitch ratio S/D at three positions. It is found that the 
turbulence intensity increases with S/D for S/D ^ 9 and de
creases for S/D > 9. Figure 11 summarizes the important parts 
of Fig. 10 and shows the variation of turbulence intensity at 
the positions of 175 = 0.1 to 0.5 in the groove with the pitch 
ratio S/D, in order to indicate the optimum pitch ratio to 
augment the turbulence intensity as a turbulence promoter. 
This figure shows that the turbulence intensity attains maxi
mum at S/D = 9. When the two-dimensional square ribs are 
aligned on the wall as a turbulence promoter, the pitch ratio 
S/D = 9 is optimum to augment the turbulence intensity. More
over, the effects of the Reynolds number on the optimum S/ 
D seem to be few, since Rao and Picot (1970) reported that 
the optimum pitch ratio was almost same in the range of 
Re = 6x 104 ~ 1.2 x 105. It therefore appears that the effect 
of Reynolds number may be insignificant. 
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Fig. 11 Variation of X-component of turbulence intensity at groove 
center with S/D (aLX/D = 69, (b) X/D = 108; (c) X/D = 147 (Uncertainty in 
S/0 = O.1O and in u'2/U? = 0.0015) 

u/u„ 
01 01 01 01 01 01 01 

s 
O 

3 

2 

1 

0 

: a CT a — a — a — a — a 

1.5 2.5 3.5 4.5 5.5 6.5 "7.5 9 

X/D 

Fig. 12 Velocity vectorsin flow above the groove for S/D = 9 (Uncer
tainty in 0 /0 . = 0.06 and V7D = 0.10 and in XID = 0.10) 

3.3 Flow Pattern and Turbulent Eddies in the 
Groove. Figure 12 shows the air velocity vectors in the flow 
in the groove for the case of S/D = 9, where the velocity vectors 
were measured by using the three hole probe. It was found 
from this figure that there is back-flow in the region of X/ 
D< 4 behind the_upstream square ribs and favorable flow in 
the region of 4 < X/D ^7 .5 . Hence the free streamline leaving 
the edge of the upstream square rib encloseŝ  the recirculation 
region and reattaches to the ground plate at X/D = 4 as shown 
in Fig. 12. 

The length of recirculation region, namely the distance from 
the rib center to the reattachment point, as a function of pitch 
ratio S/D is shown in Fig. 13. The reverse ratio is used as an 
abscissa in order to include the special case of a single rib. 
Other experimental results are also plotted for the sake of 
comparison. Mantle (1966) reported that the free streamline 
leaving the leading edge of a square rib does not reattach in 
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4 Mon et al 
Q Present resuU 

; Non-Reattachment 
J Point (by Mantle) 

0.1 D/S 

Fig. 13 Reattachment point (Uncertainty in Xr/D = 0.10 and in D/S 
0.04) 
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Fig. 14 X-component of turbulence intensity at VB = 0.1 above groove 
Vertical arrow denotes the reattachment point, deduced from Fig. 13. 
(Uncertainty in U'*U] = 0.0075 and in X/S = 0.015) 

the groove for the case of S/D<6.6, and reattaches at Xr/ 
D = 4 for the case of 6.6 < S/D < 12 and at Xr/D= 8.5 for 
the case of infinite pitch ratio, namely, the case of single rib. 
Mori et al. (1985) showed Xr/D = 4.5 for the case of S/D = 15. 
The results in Fig. 13 can be used as a correlation for finding 
the recirculation length in other figures. The present result 
(X/D = 4) is consistent with the results by Mantle (1966) and 
Mori et al. (1985). Okamoto (1979) reported that the turbulence 
intensity is largest immediately behind the reattachment point 
in the shear flow behind a flat plate normal to a plane boundary 
and pointed out, that the same can be assumed to occur in the 
groove. 

As mentioned in Section 3.2, the turbulence intensity in the 
groove decays gradually with an increase in the downstream 
distance for the case of S/D = 9. Figure 14 shows that the 
variation of turbulence intensity at Y/5 = 0.1, in the groove in 
the range X/D = 116.5-133.5, is a function of the pitch ratio 
S/D. The mark " I " in this figure denotes the position of the 
reattachment point for the cases of S/D= 17, 13, and 9 taken 
from Fig. 13. The turbulence intensity has almost constant 
value in the groove for the case of S/D=5. However, for the 
cases of S/D =9, 13, and 17 the turbulence intensity attains a 
maximum near the reattachment point. For the case of 
S/D = 5, the recirculation region occupies the whole groove 
between the square ribs without reattachment. Hence the 
turbulence intensity becomes low as compared with those of 
S/D = 9, 13, and 17. On the other hand, for the case of 
S/D> 5, the flow over the ribs reattaches to the groove surface. 
The reattachment point corresponds to the position of the 
maximum turbulent intensity near the ground plane and is near 
the midpoint in the groove for the case of S/D = 9. Further
more, for the cases of S/D= 13 and 17, the turbulence inten
sities decrease as compared with that for S/D = 9. The distance 
from the reattachment point to the next downstream square 
rib is longer for the cases of S/D = 13 and 17 than for S/D = 9. 
Hence the turbulence intensity is high over the whole groove 
zone S/D = 9, and larger for S/D= 13 than for S/D = 17. 

The integral scale, which identifies the average scale of the 
large eddy, was obtained by integrating the auto-correlation 
function 

LX=U\ Ru(T)dT 

where the convection velocity was estimated by the local time-

Journal of Fluids Engineering DECEMBER 1993, Vol. 115 / 635 

Downloaded 02 Jun 2010 to 171.66.16.106. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Fig. 15 Integral scale at Y/D = 0.5 above groove center (Uncertainty in 
Lx/D = 0,23 and in S/D = 0.10) 

Tw 

( a ) (b) 

Fig. 16 Temperature profiles at groove center (a) S/D = 9; {b) X/D = 
(Uncertainty in V/D = 0.12 and in (T- 7"„)/(r„,- TJ = 0.0102) 

115 

mean velocity according to Taylor's hypothesis. Figure 15 shows 
the integral scale in the shear layer at Y/D = 0.5 above the 
midpoint in the groove. The integral scale becomes largest at 
S/D = 9, which means that the average scale of the large eddy 
is maximum, implying effective dispersion of hot air from the 
groove to the free stream. The integral scale becomes small 
for the case of S/D< 5 as predicted by Perry et al. (1969) who 
pointed out that the eddies shed from the roughness element 
into the flow will be negligible for a d-type rough wall. 

3.4 Mean Temperature Profiles in Shear Layer Over Re
peated Square Ribs and Heat Transfer Coefficient. Figure 
16(a) shows the development of the temperature profiles with 
downstream distance. The distribution eventually becomes in
dependent of X/D except in the region of small X/D behind 
the half-ogival forebody. Figure 16(6) shows the comparison 
of temperature profile near X/D = 115 for different values 
of S/D. The difference between temperature profiles for the 
various values of S/D occurs near the ground plane. This is 
due to the heated rib effects on the temperature profile at the 
groove center for the small value of S/D. 

Figure 17 shows the distribution of local heat transfer coef
ficient in the groove between the two adjoining ribs for the 
cases of S/D = 9,13, and 17. For all three cases, the distribution 
attains a maximum which is nearly coincident with the reat
tachment point of the separated streamline from the upstream 
rib. This indicates that high local heat transfer rate occurs 
around the reattachment point. The average heat transfer coef
ficient a between the two ribs was compared with the local 

2.0 
8° 

a r 
_n_ S/D-9 _n_ 

_n_ S/DH3 _n_ 

. T T _ s/o-n _TL 
Fig. 17 Local heat transfer coefficient in groove for S/D = 9,13, and 17 
( I : reattachment point, deduced from Fig. 13)(Uncertainty in ala0 = 0.059) 

Table 1 Ratio of heat transfer coefficient 

S/D a/a 

Present result 

Hishida 

Berger and Hau 

9 
13 
17 
5 

20 
3 
5 
7 

10 

1.04 
1.03 
1.01 
1.00 
1.01 
1.00 
1.05 
1.07 
1.08 

heat transfer coefficient at the groove center between the two 
adjoining ribs. Table 1 shows the ratio of the local heat transfer 
coefficient a at the groove center to the average heat transfer 
coefficient a in the groove. The present result and the results 
of Hishida (1989) and Berger and Hau (1979) are shown in 
Table 1. It appears that the local heat transfer coefficient a 
at the groove center is close to the average heat transfer coef
ficient in the groove. This confirms the fact that it was rea
sonable to use the local heat transfer coefficient at the groove 
center in place of the average heat transfer coefficient in the 
groove in the comparison of the heat transfer coefficient for 
the value of S/D. Figure 18 shows the ratio of local heat 
transfer coefficient a at the groove center to the heat transfer 
coefficient a0 at the smooth surface without ribs, which will 
be used to investigate the streamwise variation of the local 
heat transfer coefficient. The local heat transfer coefficient 
increases with downstream distance for all cases of S/D. When 
the repeated square ribs are used as a heat transfer promoter, 
it is important to find the optimum value of S/D between the 
two adjoining ribs. In order to find the optimum value, Figure 
19 shows the variation of ratio a/a0 with S/D near X/D =115 
and 135. It is found again that the value of a/a0 attains a 
maximum near S/D = 9, which is hence the optimum value 
which augments the heat transfer coefficient. 

3.5 Pressure Distribution in Shear Layer Over Repeated 
Square Ribs. When the repeated square ribs on the ground 
plane are utilized as the technique of augmenting heat transfer, 
the increased pressure loss due to the square ribs is an unde
sirable cost to be paid. The variation of pressure distribution 
in the shear layer with the pitch ratio S/D was investigated. 
Figure 20 shows the pressure distribution at Y/D =1.5 above 
the groove center. The pressure is reduced with an increase in 
the downstream distance independently of S/D. It is found 
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Fig. 18 Local heat transfer coefficient at groove center (Uncertainty in 
«/«„ = 0.059) 
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Fig. 19 Local heat transfer coefficient near X/D = 115 and 135 (Uncer
tainty in ala0 = 0.059) 

Fig. 20 Pressure distribution at WD = 1.5 above groove center (Uncer
tainty in Cp = 0.0848) 

that the pressure decreases in the range of S/D < 9 as the value 
of S/D increases, and the loss is larger at S/D = 9. Furthermore 
the pressure loss for S/D= 13 and 17 become slightly smaller 
than that for S/D = 9. Hence, when the optimum pitch ratio, 
S/D = 9 of the repeated square ribs is used as a promoter, the 
pressure loss is a maximum. 

4 Conclusions 
This paper presented the flow structure over the repeated 

two-dimensional square ribs, of side length D, placed at a pitch 
5 on a ground plane to find the value of S/D which most 
augments the turbulence of the free stream and, hence the heat 
transfer. The results of the present study are summarized as 
follows: 

(1) The thickness of the turbulent shear layer at a given' 
value of X/D increases with S/D in the range of 2<S/DH*9, 
but is almost unchanged beyond S/D = 9. The velocity pro
files, in the similar profile region above the last rib center and 
groove center, are concentrated as a whole in a narrow region 
close to the 1/3 power law profile. 

(2) The profiles of turbulent intensity in the shear layer 

become self-preserving above both the ribs and grooves for 
the case of S/D < 5. But for the case of S/D = 9, the turbulence 
intensity in the shear layer above the grooves falls with in
creasing downstream distance and does not achieve a self-
preserving profile. In contrast, the profile becomes self-pre
serving in the shear layer above the ribs unlike the velocity 
profile at the same position. 

(3) The pitch ratio S/D = 9 is optimum to augment the tur
bulence intensity and the heat transfer. A repeated two-di
mensional square rib Configuration with S/D = 9 is therefore 
recommended as a promoter. 

(4) The free streamline leaving a rib corner reattaches to the 
ground plate at X/D = 4 for S/D = 9. The turbulence intensity 
is largest immediately downstream the reattachment point and 
decreases gradually to the next rib. Hence for the case of 
S/D^5, the turbulence intensity becomes relatively low due 
to non-reattachment. Moreover, the distance from the reat-
tachement point to the next square rib is longer for S/D= 13 
and 17 than for S/D = 9 so that the turbulence intensity decays 
in the flow downstream of the recirculation region. 

(5) The average scale of the large eddy, deduced from the 
integral scale, is largest at S/D = 9. The integral scale becomes 
small for S/D<5. 

(6) When the optimum pitch ratio S/D = 9 of the repeated 
square ribs is used as the promoter, the pressure loss attains 
its maximum. 
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Turbulent Flow in Two-Inlet 
Channels 
The problem of turbulent flows in two-inlet channels has been studied numerically 
by solving the Reynolds-averaged Navier-Stokes equations with the k-t model in 
a mapped domain. Both the high Reynolds number and the low Reynolds number 
form were used for this purpose. In general, the former predicts a weaker and smaller 
recirculation zone than the latter. Comparisons with experimental data, when ap
plicable, were also made. The bulk of the present computations used, however, the 
high Reynolds number form to correlate different geometries and inflow conditions 
with the flow properties after turning. 

Introduction 
There is a fairly wide range of engineering applications in

volving branches and junctions, such as side inlets, slot injec
tion, ejectors, etc., from which two streams merge. Merging 
of two streams is usually not a simple process and will incur 
losses in total pressure. The common mode of investigation is 
to conduct experiments to find the effect of geometry and flow 
conditions on the pressure losses. Consequently, measured 
pressure data are generally available, but "corresponding in
formation on the underlying flow processes is extremely 
scarce," Ward-Smith (1980). In view of this situation, we pro
pose to secure some of the information through numerical 
calculations. The geometry chosen is a two-dimensional, two 
inlet channel and the flow in it is assumed to be incompressible 
and turbulent. 

A two-inlet channel flow often possesses the characteristics 
of both free and wall turbulent shear flow. The former takes 
place in the region where two streams meet and the latter near 
the surface. In the wall dominated region the flow is prone to 
separation. Thus, the objectives here are twofold: (1) to ex
amine the geometry and the flow conditions that affect flow 
separation and (2) to see whether they can be changed to 
suppress it. 

Transformation and Computational Domain 

Geometry in Physical Plane. The geometry of a schematic 
two-inlet channel is shown in Fig. 1(a). It illustrates the fol
lowing features. The width of the main channel before and 
after the branch channel need not be the same. If the width 
of the main channel upstream of the junction (referred to as 
the fore channel hereafter) plus the width of the branch channel 
is greater than the width of the main channel downstream of 
the junction (the aft channel), the flow undergoes a contraction 
and will usually accelerate after merging. This is somewhat 

Contributed by the Fluid Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
May 20, 1992; revised manuscript received February 18, 1993. Associate Tech
nical Editor: D. P. Telionis. 

equivalent to the flow in a convergent channel and is less prone 
to flow separation. The converse of this situation is approx
imately equivalent to the flow in a divergent channel and is 
very prone to flow separation. For this reason, these cases are 
not treated here. 

The intermediate case, where the width of the fore channel 
plus the width of the branch channel equals the aft channel 
width, is of interest and will be considered. Attention will also 
be given to a special class of geometry in which the cross 
sections of the fore and aft channels are the same. This is of 
interest from the practical point of view since side inlets and 
injection slots resemble this geometry. 

Other geometric characteristics are: The intersection angle 
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BRANCH 
CHANNEL 

r-FORE 
\ CHANNEL 

AFT 
CHANNEL-i 
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Fig. 1 Schematic depiction of computational domain, branch cut, and 
control volumes. 
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of the main and branch channel is acute, the lower surface of 
the branch channel usually merges with the lower surface of 
the main channel smoothly, but the junction is always sharp 
(point C in Fig. 1(a)). 

Transformation and Computational Network. The com
putational grids comprise the streamlines and potential lines 
obtained by conformal mapping, which are boundary-con
forming, orthogonal, and any number of grid points can be 
packed near the boundary and in the flow field. The com
putational domain is rectangular. A cut extending from the 
entrance to the junction divides the domain into an upper part, 
which maps into the fore channel, and a lower part into the 
branch channel. This is illustrated in Fig. 1 (b). The mapping 
used here is based on the Schwarz-Christoffel transformation. 
The basic procedure and equations can be found, for example, 
in Milne-Thomson (1968). Closed-form solutions can be ob
tained for special cases with 6 equal to even fractions of ir, 
but numerical procedures have to be used for arbitrary angles. 

It is convenient to have an orthogonal grid next to the sur
face, since application of a wall function requires distances 
normal to the boundary. However, the main advantage of using 
stream and potential lines to form computational grids comes 
from the fact that the transformed velocity vectors even in a 
viscous flow are approximately aligned with the potential flow 
streamlines. This enables us to use staggered grids even when 
there is a large turning in the channel. If this is not done and 
velocity components are expressed in the physical space, a 
severe skewness in relation to the cell boundaries will result. 

Governing Equations, Turbulence Modeling and Bound
ary Conditions 

Governing Equations. The Reynolds-averaged conserva
tion equations for mass and momenta in an incompressible 
two-dimensional turbulence flow are 

A ( ^ ) + A ( ^ = 0 

l^)+^phuv)+Puvf^Pv^-. 

(1) 
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where 4> and \p are the dimensionless potential and stream 
functions, and h is the metric coefficient. The symbol /* is the 
coefficient of molecular viscosity and is assumed to be a con
stant. The symbols U, V, and P are the time-averaged velocity 
components in the potential and stream line directions and 
pressure. The quantities with overscores are the turbulence 
stresses. 

Turbulence Modeling. The momentum equations contain 
turbulence stress terms, which have to be modeled. On the 
basis of Boussinesq's assumption, we have 

-phUjUj= -
2 , r f-t (T, dh TT dh 
- phk-~ Ut — + U, — 
3 ^ h \ '3?,- J dHj 

+ H,h 
+ dHi [h 

(4) 

where [/,-, u-t and Uj, Uj are the average and fluctuating velocity 
components in the directions of £, and £,, and btj is the Kro-
necker delta. They are related to the symbols in Eqs. (1) to (3) 
as follows 

Ui = U, U2=V, ux = u, u2=v, £i = 4>, £2 = \p 

To close the system we choose the k — e model and define 

k2 

Ht = cllfllp — (5) 

where e is the dissipation rate of the turbulence, cM an empirical 
constant, and /M equals unity in the high Reynolds number 
form and is a function of turbulence Reynolds numbers in the 
low Reynolds number form. The quantities k and e are to be 
calculated according to the following two simplified equations 

N o m e n c l a t u r e • 

Cf = skin friction coefficient, 

k+ = k_ 

Vl 

T = turbulence intensity, ^ 5 

H --

k --

+ 

rw 

l/2pV2
e 

= channel width, Ha = 0.18 m 
nominally 
turbulence kinetic energy, 
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u,v 
V 

K 
vT 

ii,v 
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pV7y» 

mean velocity components 
in <t> and \p directions 
cross-sectionally averaged 
value of V 
V at exit 

/ \ 1/2 
friction velocity, (— I W 
velocity fluctuations in <j> 
and \p directions 
distance normal to wall 

y^ = 

+ 
e — 

/* = 

ft = 
P = 

rw = 

Subscripts 

a,b,f = 

wall coordinate, 
ft. 

lie 

PV\ 
dynamic viscosity, 
1.824X10"5 kg/m 
eddy viscosity 
density, 1.177 kg/m3 

wall shear stress 

aft, branch and fore chan 
nels 
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in which G is the production rate of the turbulence kinetic 
energy and is given by 

2 
^ „ „ /*, /a t / K3A\ ' 

+ Ht 
_a_ 

a</> 
+ 2 ^ + 2h2 

dV Udh\ 

d*+hd4> ( 8 ) 

There are a number of empirical constants in these equations, 
which are given as cM = 0.09, cle = 1.44, c2e =1.92, 8k= 1.0, and 
56= 1.217. In addition, / , a n d / 2 are equal to unity for the 
HRN (high Reynolds number) form, and become two functions 
of turbulence Reynolds numbers for the LRN (low Reynolds 
number) form. This two-equation model with standard con
stants has been used widely for practical problems, and is 
known to give better results for internal flows with confined 
walls than for external flows (Rodi, 1981 and Simpson, 1987). 

Most calculations in this report were carried out by applying 
the HRN model along with Chieng and Launder's (1980) wall 
function. A selected number of reference cases was, however, 
computed by both the HRN form and the LRN form of the 
k-e model. For the latter Lam and Bremhorst's (1981) for
mulation is used. A brief description of these two forms are 
given below. 

Wall Function and Its Extension. The HRL form of the 
k-e model is invalid near the surface; a wall function is needed 
to join the wall region to the turbulent flow outside. The type 
of the wall function used here is the Chieng and Launder 
formulation together with Johnson and Launder's (1982) mod
ification. Since details are available in these references, they 
will not be repeated here. 

In applying the wall function to calculations of shock-wave 
boundary-layer interactions with flow separation, Viegas, Ru-
besin, and Horstman (1985) observed that one could actually 
get a better agreement with experimental data by using an 
extended Chieng-Launder wall function than the LRN form 
of the Jones-Launder k-e model. For this reason, an attempt 
is made here to incorporate this extension in the present com
putation. 

Low Reynolds's Number k-t Model. As mentioned ear
lier, the LRN form used here is the Lam-Bremhorst type. 
Hence, the functions /,,, fu and f2 in Eqs. (5) and (7) are 
essentially Lam-Bremhorst's expressions modified slightly for 
the transformed coordinates. The function f\ becomes, how
ever, singular at the surface. Thus some measure has to be 
taken to avoid this difficulty. 

Schmidt and Patankar (1988) suggest to add a small con
stant, say 10~10, to the quantities in the formula, so that they 
will not become too large or too small near the surface. This 
method was tried in the present calculation, but it appears that 
the calculated results may differ, depending on the size of this 
small constant. An alternative method is, therefore, proposed 

to put some restrictions on /x, to prevent it from becoming 
extremely small near the surface by specifying 

where 5 is a small quantity in the range of 10~7 to 10~15. The 
criterion of choosing 5 is through a trail-and-error procedure, 
so that HI increases almost smoothly from the surface to the 
outer layer. In this manner, the original formulas given by 
Lam and Bremhorst can be used directly. The shortcoming is, 
of course, that 5 is not a fixed number and has to be determined 
for every case. 

Inflow and Outflow Conditions. The procedure of ac
quiring boundary conditions at entrances is first to make a 
calculation in a straight channel of constant width by solving 
Eqs. (1) to (8), and then to employ the exit quantities from 
this calculation as inflow conditions for the present problem. 
In this manner, the upstream length in a computational domain 
can be reduced. To solve this simplified problem of a straight 
channel, both inflow and outflow conditions are still needed. 
The inflow conditions are based on the digitized value of 
Smyth's measurements (1979) upstream of the expansion. The 
missing quantity e is obtained by the empirical formula. 

with the mixing length im given by Nikuradse's formula. 
The outflow conditions are the usual assumption of zero 

stream wise gradients at exit. Although the channel length is 
normally chosen sufficiently long to establish a nearly fully 
developed state for mean quantities, turbulence structure in 
the core region may still undergo changes, especially when 
Smyth's measurements for k are scaled down to a reduced 
level. 

We now return to the problem of two-inlet channel. Al
though the approaching velocity can be of any magnitude at 
the entrance, we generally assume that velocities in the branch 
channel are higher than that in the main channel to simulate 
approximately the various engineering applications. In addi
tion, it may resemble the outflow of a half-jet. 

Inflow conditions once prescribed will remain unchanged 
throughout iteration cycles. A question may then be raised 
about the upstream influence of the junction. This may not 
be serious for the following two reasons: (a) from Smyth's 
measurements it is seen that no step influence is detectable 
even at a station one-fifth of the duct height upstream of the 
step; (b) Bramley and Dennis's (1982) eigenvalue analysis shows 
that a perturbation from the Poiseuille flow in a straight chan
nel decays much faster in the upstream direction than in the 
downstream direction. 

Finally, outflow conditions for the aft channel are prescribed 
in the same manner as for a straight channel. The stream wise 
velocity components are, however, adjusted after every iter
ation to ensure that the total flux is conserved. 

Discretization and Numerical Computation 

Discretization of Governing Equations. As seen, the so
lution domain in Fig. 1(b) contains a branch cut. This is the 
boundary between the fore and branch channel and represents 
a solid surface on each side of the cut. Thus we have to place 
the control volumes accordingly, especially since a staggered 
grid for velocity components is used. At the extremity of this 
line, which represents the intersecting point of the fore and 
branch channel walls, a problem arises concerning the relative 
position of the control volumes. The layout which we adapted 
is depicted in an insert in Fig. 1(b). In this arrangement the 
last scalar control volume on either side of this cut has a solid 
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Fig. 2 Grid layouts. Case 3b, Table 1 

boundary, but the last V control volume has a cell surface 
comprised of both solid and open boundaries. The error caused 
by these partially open cells will probably be limited to a local 
region, owing to small grid spacing there. 

With the control volume and the staggered grid defined, the 
governing differential equations can now be discretized. We 
use the quadratic upwind scheme of Leonard (1979) (QUICK) 
for the two momentum equations, and the hybrid scheme of 
Spalding for the k and e equations. This choice stems mainly 
from the fact that the primary concern here is with the mean 
quantities and not with the turbulence structure. 

Grid Distribution. A representative case of the grid dis
tribution for a routine computation using the high Reynolds 
number form is shown in Fig. 2. There are 50 X 60 grid points 
in the channel with its aft channel length equal to approxi
mately six times the width (for the purpose of illustration the 
length has been truncated). For the computation using the low 
Reynolds number form, the grid distribution has to be mod
ified, so that a sufficient number of points will be in the viscous 
sublayer y+ < 10. However, since the application of the LRN 
form in the present study is confined to the lower surface where 
flow separation occurs and the validity of a wall function 
becomes questionable, only a moderate increase of grid points 
is called for. 

Solution Procedure, Boundary Conditions, and Accu
racy. There are five equations for five dependent variables 
(the continuity equation is converted into a pressure-correction 
equation through the SIMPLE method of Patankar and Spald
ing), which are to be solved iteratively in a sequential manner, 
proceeding from Fto U, P, k, and e. The cycle is repeated as 
necessary until the convergence criteria are met. The residuals 
of the continuity and two momentum equations in their finite 
difference forms summed over the entire solution domain di
vided by the inflow flux and momentum are the gauges for 
convergence. Iterations usually terminate if all three values are 
less than 0.005. (For reference cases this number is generally 
reduced by a factor of 5.) In each iteration cycle, we always 
use underrelaxation to stabilize the computation. The under-
relaxation factors are, however, different for different vari
ables. 

Since the quadratic upwind discretization is used for the U 
and V components, each control volume requires two grid 
points outside each cell face. Thus, if the solution domain 
covers the entire space, it will be necessary to supplement these 
components by extrapolation. To avoid this difficulty, we re
strict the quadratic interpolation in a region excluding all grid 
points nearest to a solid wall, and then apply the hybrid method 
at these rows and columns. The solutions to the discretized 
momentum equations are obtained by the line-sweeping pen-
tadiagonal matrix algorithm alternative in both directions,' 
whereas the solution to the other three equations are obtained 
by a tridiagonal algorithm, line-sweeping from the upstream 
to downstream and in one direction only. 

In the HRN form, the boundary conditions for V, k and e 
are imposed through the wall function. In the LRN form, 
integration is carried out directly to the surface, boundary 
conditions for U, V, and k are the no-slip condition and k = 0 
at the wall. The boundary condition for e is zero gradient at 
the wall in the normal direction de/dn = 0. 
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Fig. 3 Grid refinement study, (a) Dimensionless mean velocities, (/>) 
skin friction coefficient. (See the text for the explanation of velocity 
profiles in (a)). 

We next discuss the problem of numerical accuracy related 
to grid spacing by comparing the results from a coarse grid 
against those from a fine grid. The coarse grid has 45x52 
points, which is somewhat coarser than that for a routine 
calculation, whereas the finer grid comprises 64x96 points 
with a nearly uniform increase in the transverse direction from 
52 points to 96 and a local increase in the streamwise direction 
in the junction area. 

These results based on the HRN form are shown in Fig. 3. 
However, in order to read Fig. 3(a) a few remarks are in the 
order. The distance along the channel lower surface is the actual 
length measured in meters, the channel width is dimensionless 
and greatly magnified, and the staggered profiles are V com
ponents made dimensionless by referring to 4 Ve and displaced 
according to the position of a station. The first profile is taken 
at a station immediately downstream of point C (Fig. 1(a)) 
and is approximately 0.14 m from the branch entrance. It has 
a "cusp," which is the low velocity region caused by merging 
of two boundary layers, whose magnitude equals approxi
mately 5 percent of the peak velocity. Below the cusp is a high 
velocity region near the wall formed by the high speed stream 
from the branch channel. This cusp diminishes quickly and 
becomes a small depression in the profile throughout, which 
suggests that the flow never reaches a truly fully developed 
stage in a length equal to approximately six times the channel 
width. 

In order to put these results to a further test, we select a 
more sensitive quantity than the mean velocity in Fig. 3(b) to 
show the difference. Again the difference is seen to be fairly 
small. These comparisons seem to assure us that the grid used 
in a routine computation, which is always somewhat finer than 
45 X 52, is adequate and the solutions obtained are reasonably 
grid-independent. Finally we observe that the flow is attached 
everywhere. This is the result of an area contraction and small 
difference in incoming velocities. 

Results and Discussion 
It is possible to enumerate a number of parameters that exert 

some influence on the flow development in a two-inlet channel. 
Some of these parameters are 
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of diamond symbols) 
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) (9) 

where H, V, /z, and rc denote, respectively, the height of the 
channel, cross-sectionally avergered mean streamwise velocity, 
dynamic viscosity and the smallest radius of curvature at the 
turning point of the lower surface. The symbol k refers to the 
minimum value of the turbulent kinetic energy in the core 
region at the entrance. The subscripts b and / refer to the 
branch and fore channel at entrance, and a to the aft channel 
at exit. 

The parameter R„ signifies the area variation of a channel. 
For instance, if Ra= 1.0, the total area is constant, and if Ra 
> 1.0, it is a convergent-like channel. The parameter Ru is the 
velocity ratio of two incoming streams and is a dominant factor 
for the flow development. The symbols Tb and 7} denote the 
turbulence intensities at the entrance of the branch and fore 
channel, respectively. They also affect the flow development 
but play a less important role than others. Re6 and Re/ are the 
corresponding Reynolds numbers. The notation 6 refers to the 
angle subtended at the junction by the centerlines of the fore 
and branch channel, and Sc is the sharpness ratio at the turning 
point of the lower surface. Both of these are dominant pa
rameters. 

In addition to the above quantities, there is one more pa
rameter, which has a controlling effect on flow separation. 
This is the area ratio of the branch channel to the fore channel. 
A large ratio is found to facilitate flow separation. This pa
rameter is, however, not included in the present study. 

Following the numerical procedure indicated above, we car
ried out various computations with different combinations of 
these parameters. Some of these obtained results will be pre
sented and discussed later. For the time being we focus mainly 
on comparisons of computation with experiment to give some 
credibility to the present method. A direct comparison is not 
feasible at present for lack of experimental data. There exists, 
however, a fairly large volume of test data for fully developed 
turbulent channel flows, which can be used for comparison 
with calculated results near the channel exit. 

Comparison With Measurements Based on the observation 
that velocity profiles near the exit remain virtually unchanged, 
it is assumed that the flow is nominally fully developed and 
can be compared with experimental data (Hussian and Reyn
olds, 1975, e.g.). To do this we have to supplement the HRN 
computation by the LRN computation, so that there are enough 
computational data points in the viscous sublayer. A standard 

CHANNEL 
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y/CHANNEL HALF WIDTH 

CHANNEL 
CENTERLINE 

Fig. 5 Turbulence intensity profile in a cross section near exit (case 
1a, Table 1) 

example is selected for this purpose, and comparisons are il
lustrated in Figs. 4 and 6. We first discuss Fig. 4. There are 
two groups of data points in this figure. One is from the HRN 
form, the other from the LRN form, and an overlap region 
where there are points from both groups. In addition, these 
data points are taken randomly from different streamwise sta
tions near the exit. 

In order to see how fast the flow can regain the nominally 
fully developed state after turning, we choose a station ap
proximately three channel widths downstream from the junc
tion and plot its mean velocities. These are the three diamond 
symbols in Fig. 4 located slightly below the experimental curve. 
The discrepancy at y* - 80 is quite noticeable, but decreases 
gradually, and become unrecognizable below y+ = 10 (not 
shown). This trend of merging computations to experiment in 
the wall region suggest that even though the flow in the core 
region may still be changing, that in the wall region is near 
the state of full development. 

Thus far only mean quantities have been compared. We now 
bring in two figures to describe turbulence quantities. In Fig. 
5, where turbulence kinetic energies are plotted, we see a large 
difference in intensity between the upper and lower portion of 
the channel, which is an indication that the flow is still in a 
state of transition. This finding seems to correlate well with 
experimental results, since it is known Kobata et al. (1983); 
Ward-Smith (1980) that it requires much longer distance for 
turbulence structure to attain a fully developed state than for 
mean quantities. In the present case, the large disturbance in 
turbulence structure takes place mainly in the shear layer where 
two streams merge, resulting in a high rate of production. An 
aggregate of this fluid is then converted downstream to form 
a hump in the profile in the lower portion in contrast to the 
upper one, which is in a more or less fully developed state. 

In Fig. 6 the dimensionless k+ and e+ are plotted and com
pared to the composite test data in Patel et al., 1985. These 
data points are mostly the counterparts of Fig. 4. The fact 
that they all fall into the shaded area of test data seems to 
suggest that the turbulence structure wherever in wall regions 
is nearly fully developed. 

Comparisons of Different Forms of k -1 Model. As stated 
previously, computations for some reference cases have been 
carried out by employing both the HRN and LRN forms. For 
the former we experimented with two slightly different types 
of wall function: the Chieng-Launder wall function and its 
extended form proposed by Viegas et al. To solve the problem, 
we still employ the basic formulation of the HRN form along 
with the Chieng-Launder wall function everywhere, except 
along the lower surface where these variations are applied. 
Thus, for the purpose of comparison the relevant quantities 
are the calculated results along the lower surface. 

Plotted in Fig. 7(a) are the mean velocity profiles obtained 
by these different representations, which shows practically no 
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difference between two types of wall function and some dif
ferences between the HRN form and LRN form. In order to 
read this figure, the remarks made previously for Fig. 3(a) are 
still valid, except that the station where the first velocity profile 
is taken is now quite far from the junction and there is a fairly 
large recirculation zone over the lower surface, whose mag
nitude equals approximately 25 percent of the peak velocity 
found in the area where two streams merge. This recirculation 
zone terminates in an area between the second and third profile. 
Notice that all profiles become, however, fairly symmetric near 
the exit. In fact, they are more symmetric than the attached 
flow in Fig. 3(a). This seemingly incongruity seen here and 
elsewhere may be explained by arguing that the presence of a 
flow separation promotes mixing and, therefore, facilitates the 
transformation to a fully developed state. 

Next we consider the variation of skin friction along the 
lower surface in Fig. 1(b). A quick look at this figure shows 
a considerable disparity between these two forms, especially 
in the flow separation region and shortly after reattachment. 
Such differences are perhaps not unexpected, since it is often 

said that the wall function treatment is invalid in this region. 
Furthermore, it does not appear that the extended form pro
posed by Viegas et al. showed any appreciable improvement, 
in contrast to their finding with the shock boundary layer 
interaction problem. Finally our experience with this problem 
seems to show that if the turbulence near the surface is not in 
a local equilibrium, calculated skin friction based on the HRN 
and LRN forms will differe, even if the flow is attached every
where (Fig. 11). 

Effects of Parameters on Flow Properties. In the above, 
only a few selected examples were solved but more stringent 
convergence criteria were used with the hope that more mean
ingful comparisons with experiments and each other may be 
had. In the following, our attention is shifted to conducting 
calculations by using the HRN form alone and with less strin
gent criteria but for a large number of cases with diverse pa
rameters and their combinations, so that a cross-examination 
can be made to uncover their influence on flow properties after 
turning. Some of the outcomes are summarized in Table 1. 
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Fig. 6 Comparison of experimental and computational data (case 1a, 
Table 1). (a) Turbulence kinetic energy, (b) dissipation rate. 
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Fig. 7 Comparisons among different representations (case 1b, Table 

1). (a) Dimensionless mean velocity (VIVe) (b) skin friction coefficient. 

Table 1 

Case 

1 
2 

3 
4 
5 

Parameter 
to be 

changed 

Tb, 7} 

Sc 

Ra 

e 

Effect 
on 

flow 

Large 
Small 

Large 
Large 
Large 

Attached flow 
(a) 

Ru = 2.0 
Tb = 2 . 22x10- ' 
7 ) = 2 . 1 8 x l 0 - ' 

Sc= 15.15 
Ra=l.O 

0 = 75 deg 

Separated flow 
(&) 

Ru = i.O 
r 6 = 1 . 3 0 x l 0 - ' ~ 0 . 3 6 x l 0 - 3 

7 } = 2 . 1 8 x l 0 - ' ~ 0 . 3 6 x l 0 - ' 
£,. = 41.15 
« a =1.33 
9 = 90 deg 

Graphical 
representation 

Fig. 9 
None 

Figs. 2, 10 
Fig. 9 
Fig. 11 

Notes: 
]_R„=1.0, r„ = 2.22xl0 
Vf=643 
2 R„ = 2. 
3 Ru = 2. 
4 i?„ = 3 
5 R„ = 3. 

7}=2.18xl0-', 
m/s), (6) #,, = 3.0 (K6= 128.6 m/s, 
0,Ra=1.0, Sc = 8.77; 
0, (o) i?a= 1.21, (£.)= 1.18; 
0, (a) Sc = 8.77, (b)Sc = 4.05; 
0, R„~1.0. 

_Re„ = 2.32xl05, 
K=42.8 m/s). 

Re/=6.28xl05, Sc=8.77; (a) Ru = 2.0 (Vb= 128.6m/s, 
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Fig. 9 Mean velocity profiles for R„ = 3.0 (case 1b, Table 1) 

There are five cases listed in this table. Each case except 
number 2 describes the effect of changing one single parameter 
with the remaining ones nominally fixed. In addition, each 
case is accompanied by a note, whose purpose is to furnish 
information on some pertinent parameters. Note 1 is an ex
ception, which lists every parameter involved. In every case, 
except 5, 0 = 90 deg. 

Since some of these parameters, which are the ratios of two 
physical quantities, do not appear explicitly in the governing 
equations or boundary conditions, it is perhaps appropriate 
to demonstrate, at least for one case, that the relevant factor 
is the ratio not the individual quantities. The example chosen 
here is Case 1 in Table 1. However, instead of increasing Ru 
to 3.0, we repeat the calculation by fixing Ru and reducing 
each velocity by half with other parameters unchanged. The 
results of these two calculations are compared in Fig. 8. Note 
that mean velocities are not plotted, since the difference is too 
small to be discerned. 

The purpose of Case 1 is to show the effect of the velocity 
ratio on the flow properties. When the velocity ratio is equal 
to 2.0, no flow separation is observed. If this ratio is increased 
to 3.0, a large zone of back flows appears. The recovery from 
the flow separation in this case is, however, relatively quick 
at least as far as mean quantities are concerned. This can be 
seen from the plot (Fig. 9), where the mean velocity profile 
nearly regains a fully developed mode in a relatively short 
distance. This property of a quick recovery appears to be a 
characteristic of a constant-area channel {Ra= 1-0). If Ra > 
1.0, this is no longer true and will be discussed later. 

The object of Case 2 is to see whether a variation of tur
bulence level in the branch channel makes a difference in flow 
properties in the aft channel. The findings indicate that a low 
turbulence level Tb in the core region facilitates flow separation 
after turning. For instance, the flow is attached for the com
bination given in (a) and show a very small separation in (b). 
However, this is not a dominant factor; other factors are far 
more important. 

All parameters in Case 3 are nearly identical, except the 
sharpness ratio Sc (see Fig. 2 for the geometry of Fig. 10(5). 
To appreciate visually the difference in two conditions, we plot 
the mean velocities in Fig. 10, to show what a sharp corner 
can do to the flow after turning. Note that the velocity profiles 
in both cases at exit are rather skewed. This is apparently a 
common characteristic for convergent-like channels with Ra 
> 1.0. In fact, even for two streams with two equal inflow 
velocities, considerable skewness still exists at the exit. 

Fig. 10 Mean velocity profiles, (a) Case 3a, Table 1, (b) Case 3b, Table 
1 (channel length used in computation was longer than that in F ig . 2). 

HRN FORM (CHIENG-LAUNDSER) 
LRN FORM 

0 .2 .4 .6 .8 1.0 1.2 

DISTANCE ALONG LOWER SURFACE 

Fig. 11 Two-inlet channel flow with 0 = 75 deg, W„ = 3.0 

Two computer runs in Case 4 were made with essentially 
identical inflow conditions but different channel area ratios. 
(Through Sc in two cases are not exactly the same, it is not 
critical, since a further flattening of a smooth corner does not 
usually have much of an impact.) A velocity ratio of 3.0 with 
Ra = 1.0 causes a massive flow separation (Fig. 9), whereas 
the same velocity ratio with a convergent-like channel of 
i?„=1.33 engenders an attached flow throughout. Thus, this 
is an important factor. 

In Case 5 we again use the separated flow of Case 1(b) 
(7?„ = 3.0) to study the effect of changing 8 and to demonstrate 
the fact that disparity may still occur between two forms of 
the k - e model for attached flows, if the turbulence in the wall 
region is locally out of equilibrium. To see this, we reduce d 
from 90 to 75 deg and perform two calculations, one by the 
HRN form and the other by the LRN form. Again the more 
sensitive quantity of the skin friction coefficient is plotted in 
Fig. 11 to show the effectiveness of changing 6, the occurrence 
of disparity after turning, and its disappearance later. 

In the above although we made a preliminary investigation 
of flow separation at the junction influenced individually by 
different ratios, the collective effect and their interactions have 
not been examined. For the practical purpose this collective 
effect may be more important than individual parameters. 

Concluding Remarks 
The problem of turbulent flows in two-inlet channels has 

been investigated numerically by solving the Reynolds-aver
aged Navier-Stokes equations together with the high Reynolds 
number and low Reynolds number forms of the k - e modeling. 
In addition to comparisons with experimental data, cross-ref
erences are made among computed results to find dominant 
parameters for the flow properties downstream of the junction. 
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Prediction of Turbulent Flows in 
Rotating Rectangular Ducts 
This paper reports on progress made in the development of a numerical predictive 
procedure for turbulent flows in rotating rectangular ducts. The unknown turbulent 
stresses were approximated with the k-e model of turbulence while Speziale 's (1987) 
nonlinear stress-strain relationship was utilized to capture the turbulence-driven 
secondary motions. Data from stationary rectangular ducts of aspect ratios in the 
range 1:1 to 10:1 were used to check the model. It was found that the occurrence 
and consequences of these motions were well reproduced. Application of the model 
to rotating rectangular ducts yielded results which suggest that the interactions 
between the pressure and turbulence-driven motions are far more important than 
hitherto suspected. 

1 Introduction 
Turbulent flows in which Prandtl's first and second kind of 

secondary motion are simultaneously present are often en
countered in the fields of propulsion and power generation. 
Examples include flows through the curved, noncircular in
takes and transition ducts of jet engines and in the rotating 
cooling passages of gas turbine blades. The difficulty in the 
prediction of such flows stems from the presence of a large 
number of complicating influences. Johnston et al. (1972), in 
a study of rotating channels (see Fig. 1 for geometry and 
coordinates), found that the body forces associated with ro
tation severely modified the mean-flow and turbulence fields 
in different ways. On the stable, suction, side of the channel, 
turbulence activity was diminished and eventually, for high 
rotation rates, completely suppressed such that the flow re-
laminarized at relatively high Reynolds number. In contrast, 
on the unstable, pressure, side turbulent activity was signifi
cantly enhanced and the turbulent eddies aggregated into large-
scale Gortler-type vortices (see also Johnston, 1974). More
over, and irrespective of whether the flow is laminar or tur
bulent, the same centrifugal forces set up pressure gradients 
which in turn drive Prandtl's first kind of secondary motions; 
those modify the flow field even further by causing, for ex
ample, an-outward shift of the contours of streamwise velocity. 
For rotating ducts of noncircular cross section, an additional 
complication is present in the form of Prandtl's second kind 
of secondary motions that exist in planes perpendicular to the 
streamwise direction of flow (Gessner, 1973). These motions, 
which are driven primarily by the anisotropy of the turbulent 
normal stresses and hence have no counterpart in laminar flow, 
are also known to significantly modify the gross features of 
the mean flow: in rectangular ducts for example, they cause 
the contours of main velocity to bulge toward the corners and 
shift the position of maximum wall shear stress away from the 
center planes. 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
September 23, 1991; revised manuscript received January 9, 1993. Associate 
Technical Editor: R. L. Panton. 

Primary 
Flow 

Fig. 1 Flow geometry and coordinates system 

Almost all two-equation models of turbulence now in use 
in practical calculation methods utilize Boussinesq's linear 
stress-strain relationship in conjunction with the isotropic eddy-
viscosity hypothesis, viz. 

- UjUj = Vt 

dUi dU' 
+ dXj 

vt = Cll-

dXj 

k2 

-f*(* (1) 

(2) 

where k and e are the turbulent kinetic energy and its dissipation 
rate, respectively. 

It is well known that those models, in their standard form, 
fail badly to predict the observed effects of rotation unless 
specifically modified in some respect. Several alternative mod
ifications, mainly to the length-scale equation, have been pro
posed and used with varying degrees of success. But while the 
deficiency in such models for rotation has received much at
tention, another, and equally important one, has been virtually 
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ignored: in fully developed flows, these models obtain the 
normal stresses as being identically equal and since the tur
bulence-driven secondary motions are generated mainly by the 
turbulence anisotropy, no such motions are predicted. Past 
workers in the fields of rotating or curved noncircular ducts 
were quite content with this defect in two-equation models 
arguing that the turbulence driven motions are an order of 
magnitude smaller than the pressure-driven flow and can there
fore be neglected without major loss in accuracy. The results 
reported in this paper do not support such an approach but 
rather they indicate that the interactions between the two kinds 
of secondary motions exert unexpectedly large influence on 
the flow behavior, particularly in the near-wall regions. 

2 Prediction Method 
The rotating duct geometry and coordinate system are de

fined in Fig. 1. The flow is assumed to be steady, incompres
sible, and of constant properties. 

Equations of Motion. 

Continuity: 

The equations to be solved are 

dU dV dW 
+ + o 

ox ay az 

Momentum: 

DU d 

where 

Dt dx dy pox 

- z - = — (-uv)+— (-ir) — — 
Dt dx dy p dy 

DW d d 1 dp 

Dt dx dy p dz 

D$_dU$ dV$ dW<f> 

Dt dx dy dz 

(3) 

(4) 

(5) 

(6) 

(7) 

The flow is assumed to be fully turbulent and hence the absence 
of molecular diffusion. Further, and consistent with the usual 
boundary-layer approximations, terms representing diffusion 
in the stream wise direction have been dropped. For reasons 
given below, the pressure gradient term in Eq. (6) is a cross-
sectional averaged one which is uncoupled from the pressure 
field p(x,y) associated with the secondary velocities (Eqs. (4) 
and (5)). 

Turbulence Model. Since the linear stress-strain relation
ship is inadequate for the present application, it seems logical 
to consider the next higher level of approximation i.e., one 
which is quadratic in the mean rate of strain. 

There have been several proposals in the published literature. 

Lumley (1970) identified the scaling parameters that enter into 
a generalized constitutive relation and expressed it as a finite 
tensor polynomial. Pope (1978) pointed out that Lumley's 
results were invalid because he had made "illicit use" of the 
alternating tensor density and then proceeded to propose an 
alternative stress-strain relationship. That, however, turned 
out to be of limited use for three-dimensional flows being, 
according to the originator, "so intractable as to be of no 
value." Speziale (1978) followed a different approach by pos
tulating a particular form for the stress tensor and then spec
ified it by applying several well-known constraints such as 
coordinate invariance, realizability and, material frame indif
ference in the limit of two-dimensional turbulence. The pro
posed relation is of the form: 

(dU, dU, 

\dXj dx. 
-\Sijk 

+ Cjyl [ Di„,Djm DmnDm„bjj 

+ C , / ID,, 

where 

Dij = ~2 

dUj dUj 

dXj dXi 

Dmm 6„ (8) 

(9a) 

D„ 
dDu TT d - d t / , -

•—r? + Um —- Dij--^ DmJ-
dt dxm dxm 

/ = 2 C u ^ / 2 / e 

dx„, 
Dn (9b) 

(10) 

By expanding Eq. (8), the difference between the two normal 
stresses acting in the cross-stream planes (i.e., the primary 
source of streamwise vorticity) is obtained as 

(ir-u2) = 2v, — - — 
dU 
dx' 

dV 

dy 

24 

) 

D 

>\fc„ 

[(f)-
M 
m 

-(f)! 

+ 2CV/ U 
,d2U ,dlV 

V-
dx2 dy (11) 

Clearly, the difference is nonzero, even in fully developed flow 
conditions, and the new quadratic relation is thus capable of 
producing the turbulence-driven secondary motions. Equation 
(11) suggests a similarity between the present nonlinear model 
and the Algebraic Stress Model (ASM) approach used by De-
muren and Rodi (1984) for flows in stationary noncircular 
ducts and by Bo et al. (1991) for heat transfer in rotating 
square ducts in that both models give the Reynolds stresses as 
an explicit function of various mean-flow and turbulence pa
rameters. But all similarities end here: the nonlinear model 
contains combinations of the mean rate of strain gradients that 

B, H --

c„ cO = 
Qt, CDj 

Dij -
G --

k --
P = 

Re = 

= duct dimensions (Fig. 1) 

_ coefficients in turbulence 
model 

= mean rate of strain tensor 
= turbulence kinetic energy 

generation rate 
= turbulence kinetic energy 
= static pressure 
= Reynolds number 

Ro 

U, V, W 

Wj 
x,y,z 

= Rossby number (= 2Q5/ 
^ B u l k ) 

= time-averaged velocities in 
the span wise, normal and 
axial directions, respec
tively 

= Reynolds-stress tensor 
= span wise, normal, and 

axial coordinates, respecr 
tively 

Sij 
e 

-©-

"/ 
P 

Ok> <Jz 

Q 

= Kronecker delta 
= turbulence energy dissipa

tion rate 
= generalized variable 
= kinematic eddy viscosity 
= density 
= Prandtl numbers for k 

and e 
= angular velocity 
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are absent from ASM, it does not involve a "wall-reflection" 
term with a wall-damping function, which is quite badly be
haved in the corner regions, and finally, unlike ASM, the 
nonlinear model formulation is always coordinate invariant. 

The turbulence kinetic energy and its dissipation rate are 
obtained from the solution of their standard differential equa
tions: 

Dk d (vt dk\ d (v, dk\ 

-E=e-x{7kYx)
+Ty[7kyy)

+G-e (12) 

Dt-dx U dx) + dy U dy) + Q k G~°2 k (13) 

where 

(dUj dU\ G=-^fe+Wj (14) 

The values assigned to the model coefficients are the most 
frequently used ones, viz. 

c, 
0.09 

Ok 

1.0 
Oe 

1.3 
c, 

1.44 
c2 

1.92 

cD 
1.68 

The single new coefficient Q> introduced by the new model 
was assigned the value of 1.68 obtained by the model originator 
by reference to pipe flow data. 

It should be mentioned that Hur et al. (1990) have applied 
the same nonlinear model (Eq. (8)) to the companion problem 
of curved duct flow but with the turbulence kinetic energy and 
length scale specified empirically rather than determined from 
the solution of differential transport equations as is done here. 

Model Enhancement for Rotation. That two-equation 
models of turbulence do not account adequately for the effects 
of rotation is mainly due to the complete absence from the 
models' equations of rotation-dependent terms: a term 4 uw 
0 appears as a source (or sink) in the equation for streamwise 
fluctuating velocity while a term which is equal but of opposite 
sign appears in the equation for the fluctuating velocity com
ponent normal to the axis of rotation and the two terms cancel 
out when the equations are summed to obtain the equation 
for k. Proposals for sensitizing the equations for rotation have 
thus to rely on making one of the source terms of the e-equation 
a function of a suitably-defined rotation parameter. Howard 
et al. (1980) evaluated three alternative proposals; the one 
adopted here was probably the best to emerge from their study 
and entails re-defining the coefficient C2 in Eq. (13) thus: 

C2= 1.92 ( l+0.2 ( f ) \ o ^ ) (15) 

Solution Procedure. The mean-flow and turbulence model 
equations were solved using a three-dimensional finite-volume 
method. The method is parabolic in the streamwise direction, 
since the solution at a particular section of a duct is not affected 
by events downstream of it, but elliptical in the cross-stream 
planes where pressure and diffusive influences exhibit no pre
determined direction. The algorithm is that of Patankar and 
Spalding (1972) which requires the axial pressure gradient to 
be uncoupled from the pressure field associated with the sec
ondary velocities. Starting from guessed initial distributions 
for all dependent variables, the secondary velocities U and V 
were solved for and then corrected to satisfy continuity using 
the SIMPLE algorithm. The primary velocity W was then 
solved and again corrected, this time by reference to global 
continuity and linearized momentum equations, to satisfy 
overall mass-balance constraints. Finally, k and e were solved 
for and used to update the eddy viscosity. For developing flows, 
a new longitudinal station would be chosen next and the above 

sequence repeated. For fully developed flows, no forward steps 
were executed but rather the solution sequence was repeated 
at the same section until a fully converged solution was attained 
(with all normalized residuals falling below 10'5). 

In all the transport equations solved, the diffusion and the 
convection terms were discretized using Patankar's (1980) 
Power-Law Differencing Scheme. Most calculations were also 
repeated using Peric's (1985) second-order accurate Linear-
Upwind Differencing Scheme in order to check the sensitivity 
of the computed solutions to numerical diffusion. The usual 
grid-independence tests were also performed. The implemen
tation of the nonlinear model does not differ in detail from 
that for the usual linear model expect that a large number of 
additional terms that are non-linear in the velocity gradients 
emerge and those were simply incorporated as source terms. 
Evaluation of the second derivatives was rather cumbersome 
particularly for the grid nodes closest to the walls. The practice 
finally adopted here was to obtain those terms, when appro
priate, by formal differentiation of the standard logarithmic 
law of the wall. The latter also provided the basis for the wall 
boundary conditions employed here: its extension for three-
dimensional rotating flows is described in detail in Gibson and 
Younis (1986). 

3 Results and Discussion 
Predictions were obtained for three different flow geome

tries, each chosen to test a particular feature of the turbulence 
model. The first was stationary rectangular ducts with aspect 
ratios in the range 1:1 - 10:1 chosen to assess the performance 
of the non-linear relationship for turbulence-driven secondary 
motions. The second flow geometry was that of a channel of 
infinite aspect ratio rotated about an axis normal to the di
rection of the mean flow. The objective here was to test the 
validity of the modifications made to the dissipation-rate equa
tion to account for rotational effects. The third, and most 
difficult geometry considered, was that of a rotating duct of 
small aspect ratio where all complicating influences are present 
at once. 

For all cases, grid dependency checks were performed by 
doubling the number of grid nodes used and comparing the 
results. Symmetry was utilized whenever appropriate to reduce 
the size of the solution domain. For the stationary ducts, results 
of the two grids 20 x 20 and 40 x 40 (covering only a quarter 
of the duct) were virtually indistinguishable. The large-aspect-
ratio rotating duct required 50 nodes to span the distances 
between opposite walls while the small-aspect-ratio rotating 
duct required a 40 x 40 gird. All grids used were nonuniformly 
distributed with the greater concentration occurring near the 
walls. 

Stationary Rectangular Ducts. Figure 2 compares the pre
dicted and measured mean velocity fields in a square duct. It 
is immediately clear from the plot of secondary-velocity vectors 
that the present nonlinear stress-strain relationship has pro
duced the turbulence anisotropy required to drive this motion. 
The plot indicates the presence of eight vortices, symmetrical 
about the wall and corner bisectors. The largest secondary 
velocities occur along the corner bisectors and amount to ap
proximately 3 percent of the streamwise velocity. The strength 
and position of the secondary-flow cells are generally well 
predicted as can be seen from Fig. 2(b) where the streamlines 
are compared with the measurements of Gessner and Jones 
(1965). The contours of the main flow (presented at 80 and 90 
percent of maximum value) shown in Fig. 2(c) demonstrate 
the importance of the secondary motion: the bulge in the con
tours toward the corners is caused by the secondary velocities 
transporting slow moving fluid from the near-wall region into 
the duct's center and carrying fast moving fluid from there 
towards the corners. The present predictions are compared 
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Fig. 3 Predicted and measured wall shear stress for rectangular sta
tionary ducts 

with the data of Gessner (1982) and also with Algebraic Stress 
Fig. 2(c) Model results of Naot and Rodi (1982) and Demuren and Rodi 

(1984). It is clear that the present two-equation model yields 
' Z l , ! S ^ X ^ o ^ ^ ! ^ ^ ^ ^ c Z ^ : ^ . -suits that are at least comparable to those obtained with the 
mary velocity more difficult models. 
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Fig. 4 Mean velocity profiles in high-aspect-ratio duct. 0 data of John
ston et al. (1972) at Re = 35,000 

Knight and Patel (1985) obtained detailed measurements of 
wall shear stress in ducts of various aspect ratios and these are 
compared with the present predictions in Fig. 3. The distortion 
to the axial velocity wrought by the secondary motion has led 
to the displacement of the point of maximum wall shear stress 
away from the center plane and towards the corner. A region 
of 'stress deficit' is thus created in the middle of the duct, 
migrating towards the corners with increasing aspect ratio. This 
behavior is consistent with approach to two-dimensional flow 
conditions. Both the extent of this deficit region, as well as 
the rate at which it moves toward the corners, are very well 
predicted except for aspect ratio of 3.75:1 where the unexpected 
rise in wall shear stress half way between the corner and the 
center plane is not reproduced in the predictions. Another 
difference appears at aspect ratio of 10:1 where the data in
dicate attainment of two-dimensional conditions while the 
model shows residual effects near the corners arising from 
finite secondary velocities there. 

Rotating High-Aspect-Ratio Ducts. The measurements of 
Moore (1967) suggest that for rotating ducts of aspect ratios 
greater than about 7:1, the flow resembles that between infinite 
rotating parallel planes: the Coriolis force in the direction 
normal to the planes is everywhere balanced by the pressure 
gradient and the secondary velocities are too weak to influence 
the mainstream flow. Rotation is thus the only complicating 
effect present and such flows have been used to test the per
formance of various turbulence models (e.g., Howard et al., 
1987 and Launder et al., 1987). 

In Fig. 4, the predicted mean velocity distributions are com
pared with the data of Johnson et al. (1972) taken at Re = 
35,000. Both calculations and data correspond to fully-devel
oped flow conditions. Two values of Rossby number (2QB/ 
Ĵ buik) are compared viz. 0. and 0.068. The predictions of 
Launder et al. (1987) with a differential Reynolds-stress model 
are also plotted. The effect of rotation is to cause a shift in 
the location of maximum axial velocity and this is correctly 
reproduced by both models. It should be noted that the stand
ard k-e model, when not modified for rotation, is completely 
insensitive to rotation and would thus have produced sym
metric velocity distribution. The modification introduced to 
the e-equation (Eq. (15)) has increased the eddy viscosity near 
the unstable side (where the velocity gradient is positive) leading 

Present 

RSM of Launder, 

Tselepidakis and Younis (19S7) 

° ' 6 ~ • 33,100 
o 34,800 
A 25,700 
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D 
1 1 1 L 

Fig. 5 Effects of rotation on wall friction for high-aspect-ratio duct. 
Data of Johnston et al. (1972) 

to a thinner boundary layer there but lowering it on the stable 
side where the boundary layer is seen to be thicker than in the 
stationary flow. 

The effects of rotation on wall shear stress are demonstrated 
in Fig. 5 where the friction velocity on each wall, normalized 
by the same quantity at zero rotation and same Reynolds num
ber, is shown as a function of Rossby number. The present 
results are again compared with the Reynolds-stress model 
predictions of Launder et al. (1987). On the unstable side, 
rotation enhances turbulent activity leading to increased wall 
shear stress levels. At Ro = 0.1, for example, friction velocity 
is some 10 percent higher than for the non-rotating channel. 
The reverse occurs on the stabilized suction side where wall 
stress is diminished. The sudden drop in measured wall friction 
at Ro = 0.1 is due to flow relaminarization which cannot be 
reproduced by high Reynolds-number turbulence models such 
as the present. 

Rotating Low-Aspect-Ratio Ducts. Wagner and Velkoff 
(1972) obtained measurements in a developing flow in a rec
tangular duct of aspect ratio of 2.7:1 rotated about an axis 
normal to the flow direction (Fig. 1). Rotation here produces 
a Coriolis acceleration in the position x-direction which results 
in higher pressures in the negative x-direction. The pressure 
gradients setup act to accelerate the slow moving fluid adjacent 
to the walls from the high-pressure region into the low pressure 
one with faster moving fluid returning in the opposite direction 
for continuity to be satisfied. In order to investigate the effects 
of rotation without the added complexity of the turbulence-
driven motions, the coefficient CD in Eq. (8) was set to zero 
to recover the usual linear stress-strain relationship and render 
the present model identical to that of Howard et al. (1980). 
The present model predictions of the mean flow distorted there
fore only by rotation are shown in Fig. 6(b) where it can be 
seen that the expected patterns of pressure-driven motions are 
reproduced and where it is evident that the returning flow has 
displaced the location of maximum mainstream velocity to
ward the pressure side. The results for CD = 1.68 are shown 
in Fig. 6(c): the striking feature to emerge there is the presence 
of two vortices adjacent to the suction side that are remnants 
of the larger ones that existed in the stationary duct (see Fig. 
6(a)). 

Wagner and Velkoff reported measurements of mean axial 
velocity taken along the ducts central plane at several rotation 
speeds; these are compared with the present predictions in Fig. 
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7. The calculations correctly reproduce the measured reduction ' 
in boundary layer thickness on the pressure side and increase 
on the suction side, but fail to capture the flat central portion 
apparent in the data. It should be noted that the measurements 
were obtained at a location where the flow was still developing 
while in the calculations fully developed conditions had to be 
assumed in the absence of suitable inlet conditions. For the 
zero rotation case, the differences between the linear and non
linear stress-strain relationships are attributable solely to their 
sensitivity to turbulence-driven motion. At the lowest rotation 
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Unstable stable 

( c ) 

Fig. 6 Predicted secondary velocity vectors and streamlines and main
stream velocity contours in a 2.71:1 duct, (a) stationary duct, (b) and (c) 
rotating duct without and with turbulence-driven motions 

rate, the differences are quite pronounced, particularly in the 
near-wall regions where the turbulence and the pressure-driven 
motions are approximately of the same order. At higher ro
tation rates, the pressure-driven motion is dominant and the 
two models produce almost indistinguishable profiles. 

The effects of the interaction between the two kinds of 
secondary motion on the wall friction coefficient are shown 
in Fig. 8: the friction velocity obtained with the linear model 
is about 10 percent higher on the pressure side and 8 percent 
lower on the suction side compared with the nonlinear model 
results. The reason for this behavior may be inferred from Fig. 
6 and, in particular, from the plots of secondary velocity vec
tors presented there. Near the pressure side, the turbulence-
driven motion opposes the pressure-driven one: some cancel
lation occurs leading to a reduction in the extent to which the 
location of maximum streamwise velocity is shifted towards 
the pressure side. The velocity gradients there are now smaller 
than before leading to lower shear stress. The reverse applies 
very near the suction side where the pressure- and turbulence-
driven motions are in the same direction. 

4 Concluding Remarks 
The occurrence of turbulence-driven secondary motions in 

noncircular ducts is well predicted with a standard k — e model 
used in conjuction with a nonlinear stress-strain relationship. 
In particular, the distortion to mainstream velocity contours 
and displacement of point of maximum wall shear stress away 
from duct's center plane are well reproduced. For fully de
veloped flows in rotation, the model produced the correct 
response of the turbulence on the pressure side where wall 
shear stress increased above non-rotating levels and on the 
suction side where the reverse occurred. For a low aspect ratio 
rotating duct, the model revealed a complex pattern of inter
acting pressure and turbulence-driven secondary motions par-
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Fig. 7 Primary velocity profiles in low-aspect-ratio duct. Data of Wagner 
and Velkoft (1972). 

ticularly in the shear-wall regions. The consequences of this 
interaction on wall shear stresses were unexpectedly large and 
tend to confirm the need to account properly for all the com
plicating effects present. 
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Large Amplitude Wall Pressure 
Events Beneath a Turbulent 
Boundary Layer 
Experimental data on the temporal records of the wall pressure fluctuations beneath 
a turbulent boundary layer have been acquired in a low-noise flow facility. The 
pressure data were first analyzed using long-time averaging techniques to determine 
the statistical properties and the results were compared to the baseline data ofSchewe 
(1983). Next, the pressure records were conditionally sampled at various k threshold 
levels (p'w > k-Prms) to detect large amplitude, positive and negative events which 
were then averaged and analyzed to determine their shape, duration, and frequency 
of occurrence. The intermittent large amplitude events are very short in duration, 
occur rather infrequently in time, but are a major contributor to the high frequency 
content of the wall pressure fluctuations. As an example, events where p^ > 13 'prms I 
have an average duration of 14 viscous time units, occur 5 percent of the time and 
contribute 49 percent to the RMS value. The time between events appears to have 
a lognormal statistical distribution. The frequency of occurrence of the large am
plitude events are consistent with the burst rate for flow structures and thus support 
the conjecture that the large amplitude events are associated with the near-wall 
bursting process. 

Background 
The wall pressure fluctuations beneath a turbulent boundary 

layer have received numerous experimental investigations and 
these have been reviewed by Wiilmarth (1975), Blake (1986), 
and Eckelmann (1990). Many of the earlier studies were con
cerned with obtaining quality data over a wide spectral range. 
Measurement errors due to transducer size and contamination 
by facility-related noise were major concerns in the high and 
low frequency regions, respectively. The recent investigation 
by Farabee and Casarella (1991) had overcome some of these 
problems. Data were obtained in a low-noise facility over a 
broad region of the spectrum and appropriate scaling laws for 
the low, mid, and high frequency ranges were established. It 
was concluded that flow structures in the inner and outer layers 
of the boundary layer contribute to the high and low frequency 
ranges of the spectrum, respectively. Because these data were 
obtained by unconditional averaging techniques, the contri
butions from intermittent organized events in the inner layer, 
sometimes referred to as the bursting process, were not dis
tinctly observed in the spectrum of the wall pressure. 

Several investigations have recently been made using con
ditional averaging techniques to examine the relationship be
tween intermittent high amplitude wall-pressure peaks and flow 
structures in the near wall region. The most recent work is 
that of Haritonidis et al. (1990). Their results conclude that 
the wall pressure and flow structures in the buffer region are 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
May 22, 1992. Associate Technical Editor: D. M. Bushnell. 

most prominently coupled through the normal component of 
velocity. No direct relationship between the wall pressure and 
isolated "uv" peak events was observed. Furthermore, by ex
amining the weighted probability density P(u, v) of u and v 
with the wall pressure, as well as the conditional averages of 
near-wall flow events and pressure peak events, they concluded 
that: 

"Positive (peak) pressures are primarily associated with the 
fourth quadrant or sweep type events while negative (peak) 
pressures are associated with both the second and third quad
rant or ejections and interactions inward, respectively." 

"Quadrant," in the above quotation, refers to the u-v quad
rant method developed by Lu and Wiilmarth (1973) for the 
statistical analysis of u-v stress events. It was also used in the 
Haritonidis study to detect isolated shear stress events. The 
quadrants are obtained by plotting the statistical data on a two 
axis graph, with u on the horizontal axis, v on the vertical axis. 
The result is a scatter plot which may be interpreted as a joint 
probability distribution, p(u, v). 

In Haritonidis et al. (1990), it was also stated that a one-to-
one correspondence between pressure events and flow events 
does not exist. These findings contradict some earlier results 
of Johansson et al. (1987). It is apparent from these and other 
studies that the various coupling mechanisms between flow 
structures, in both the inner and outer layers of the boundary 
layer, and wall pressure fluctuations are quite complex. 

The present research is an extension of the work of Farabee 
and Casarella (1991) by focusing on the use of conditional 
sampling techniques to analyze the data and investigate the 
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Table 1 Summary of TBL characteristics 

Fig. 1 The CUA wind tunnel facility 

causality between flow structures and wall pressure events. As 
the first phase of this investigation, the authors obtained ex
tensive data exclusively on the large amplitude positive and 
negative pressure events. The shapes, duration and frequency 
of occurrence of these events were computed (Karangelen, 
1991) and these findings are detailed in this paper. Research 
now in progress (Wilczynski, 1991) consists of simultaneously 
measuring the (hot-wire) velocity at various locations across 
the boundary layer and the (pinhole microphone) wall pressure 
fluctuations. 

Experimental Facility 
A complete discussion of the facility, measurement tech

niques, and background noise can be found in Farabee and 
Casarella (1991) while a review of the data acquisition system 
and developed software is contained in Karangelen (1991). The 
following is a brief overview of the experimental facility. 

Flow Facility and Measurement Techniques. The meas
urements were made in the wind tunnel at The Catholic Uni
versity of America. The tunnel, illustrated in Fig. 1, has a 0.61 
m square cross section with a 2.44 m long test section. Air is 
drawn through the tunnel by a low-speed centrifugal blower 
that is located downstream of the test section in an adjacent 
room. Acoustic mufflers are located upstream and downstream 
of the blower to minimize blower generated background noise. 
Exhaust air from the blower is circulated back into the room 
containing the tunnel allowing the air to be continuously re
circulated. The inlet air first passes through a turbulence man
agement section that consists of a honeycomb section and a 
series of screens of different mesh sizes. The contraction section 
was carefully designed to have a gradual static pressure dis
tribution with no local separation on the wall. Boundary-layer 
trip wires are located on the test wall of the contraction section, 
upstream of the start of the test section, to ensure a fully 
developed turbulent boundary layer at the measurement lo
cations. The wall pressure measurements were obtained at a 
location of approximately 1500 trip heights downstream of the 
trip wire. Tunnel free-stream velocity can be continuously var
ied from 6 to 30 m/s. Typical boundary-layer properties for 
the data to be presented are listed in Table 1. 

V0 
(m/s) 

<5 
(cm) 

<5* 
(cm) (cm) 

15.5 (±0.1) 
28.3 (±0.1) 

ur/U0 

2.78 (±0.01) 
2.78 (±0.01) 

0.45 (±0.01) 
0.43 (±0.01) 

d + 

0.33 (±0.01) 
0.32 (±0.01) 

0.0403 
0.0379 

3332 
5929 

32.0 
56.6 

1169 
2010 

Wall pressure measurements were made on the smooth wall 
in the test section. To minimize spatial averaging effects, wall 
pressure fluctuations were measured with flush mounted 0.79 
mm diameter pinhole microphones. The pinhole transducer 
consisted of a Bruel and Kjaer 0.3175 cm (1/8 in.) condenser 
microphone on which a blank cap, containing a 0.79 mm 
diameter hole (33 < d>uT/v < 66) was attached. The volume 
enclosed by the cap was kept small to ensure the Helmholtz 
resonance frequency of the cap system was above the frequency 
range of interest in the wall pressure measurements. A com
parison calibration showed that the Helmholtz frequency oc
curs at approximately 25 Khz. 

Special efforts were made during the measurements of the 
wall pressure to minimize the effects of both background noise 
and spurious free-stream turbulence levels. The spectral fea
tures of the free stream turbulence and the cross-spectra be
tween free-stream velocities and wall pressure fluctuations were 
massed in order to assess the sources of noise contamination 
on the measurements (Helal et al., 1989). The data were found 
to be noise-free for frequencies above 70 Hz. 

Data Acquisition Techniques. The data acquisition system 
(MASSCOMP 5450 Unix-based workstation) allowed pressure 
data to be simultaneously sampled, digitized, stored, and ana
lyzed. In the experimental approach used to collect and analyze 
the wall pressure data, the power spectrum of the wall pressure 
signal are first examined using the dual channel FFT analyzer 
(HP 3562A) to determine the spectral features and the quality 
of the data. The temporal records of this pressure signal are 
then filtered to avoid aliasing, digitized, and stored on the hard 
disk. The data are also high pass filtered (fa = 70 Hz) to 
eliminate facility noise, and stored as a new record on the 
workstation's hard disk for post-processing. 

The sampling rate was selected such that the time between 
sequential samples does not exceed one viscous time unit using 
the criteria: 

f >--^ 
J sample^ . 

t„ V 
At a free-stream velocity of 15.5 m/s, the data were sampled 

for 10 seconds at a 30 Khz sampling rate. This resulted in a 
time between samples of 0.8 viscous units. Data records were 
obtained over a range of flow speeds from 12 to 27 m/s. 

d 
d + 

fcO 

/sample 
k 

p(u, v) 

PY, 

= microphone diameter 
= microphone diameter 

scaled on inner variables 
= analog filter cutoff fre

quency 
= digital sampling frequency 
= threshold value 
= joint probability distribu

tion of u, v 
= RMS pressure 
= pressure fluctuation meas

ured at the wall 

Q 

RMS 
Re 

t 
t+ 

<0 

At 

= dynamic head 
= root mean square 
= Reynolds number based 

on momentum thickness 
= time 
= time scaled on inner vari

ables 
= average time, in units of 

/+ , between large ampli
tude events 

= average duration, in units 

u 

u7 

un V 

5 
8 + 

5* 
e 

of t+, of large amplitude 
events 
streamwise velocity com
ponent 
frictional velocity 
free-stream velocity 
velocity component per
pendicular to the wall 
boundary-layer thickness 
boundary-layer thickness 
scaled on inner variables 
displacement thicknes's 
momentum thickness 
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Experimental Results 
The wall pressure data were first examined using long-time 

averaging techniques to determine the statistical properties for 
comparison to the published data. Some of these results will 
be briefly reported in this paper. The data records were then 
conditionally sampled to detect large amplitude, positive and 
negative events. These events were averaged and analyzed to 
determine the characteristic shapes and the frequency of oc
currence. These results will be presented in some detail. 

Statistical Properties of Wall Pressure Fluctuations. The 
data to be presented will show that the probability distribution 
of amplitudes has features which are clearly different from a 
Gaussian signal. Specifically, in comparison to the Gaussian 
signal, the wall pressure fluctuations have more large negative 
and positive amplitudes. A comparison of the higher moments 
of the probability distribution between the present data and 
the Gaussian random signal illustrates the distinctions. The 
data exhibited a slight negative coefficient of skewness (-0.18, 
with a variance of .0025) with 0.0 for Gaussian data, and a 
larger coefficient of kurtosis (4.94, with a variance of .044) 
rather than 3.0 for the Gaussian signal. The negative skewness 
in the data indicates an asymmetry in the probability density 
distribution, with a slightly greater occurrence of negative am
plitudes. The deviation in the kurtosis (flatness) value indicates 
that more large amplitude events are present. Also, it is ex
pected that a signal with a high level of intermittency should 
have a high flatness value. In summary, the difference between 
Gaussian statistics and that seen by the measured data appears 
to be attributed to intermittent large amplitude pressure fluc
tuations, with a slight bias towards more negative events. 

Schewe (1983) measured the probability distribution and its 
moments using transducers of various sizes. He demonstrated 
that the skewness and kurtosis values for increasingly large 
transducers approach that expected for a random Gaussian 
signal and concluded that measurements with large transducers 
lack the ability to discriminate the inherent features of the 
data. As more and more pressure producing events occur on 
the active face of a transducer, each can be considered an 
individual random process with its own probability density 
function. As the transducer size is increased, more pressure 
events are detectable simultaneously by the transducer. By 
virtue of the Central Limit Theorem, the statistics of the trans
ducer output will approach Gaussian values with increasing 
transducer size. 

The statistics of the present data were compared with the 
Schewe (1983) data to validate the quality of the data. Figure 
2 compares the RMS value, skewness coefficient and kurtosis 
coefficient of the present data with Schewe's results for various 
dimensionless transducer sizes (d+ = d>ur/v). 

It is somewhat misleading to compare the statistical data 
from investigations at different Reynolds numbers in the form 
shown in Fig. 2 since it is difficult to separately account for 
both the effects of transducer size, which limits the high fre
quency resolution, and the variations of the wall pressure fluc
tuations with Reynolds number. This issue, as well as the 
scaling laws for the RMS values, are discussed in Farabee and 
Casarella (1991), 

Skewness and kurtosis values from a direct numerical sim
ulation of the pressure fluctuations in a turbulent channel flow 
were reported by Kim (1989). The d+ for his simulation can 
be estimated from the stream wise grid spacing where d+ = 
Ax+ = 17. At the wall, the numerical simulation results ob
tained a skewness value of - .10 and a kurtosis value of 5.0. 
These values are consistent with those of Schewe and the pres
ent data. 

Some warnings are in order regarding the interpretations of 
the statistical data. It should be noted that if the temporal 
record of the wall pressure contains both deterministic and 
random structures, a pronounced effect on the long-time sta-

o> 

d+ 

• Present Data 
a Schewe (1983) 
• Gaussian Oato 

d+ 

• Present Data 
OS Schewe (1963) 

Gaussian Data 

d+ 

Fig. 2 Comparison of present data with the results of Schewe (1983). 
Experimental data have an error of approximately + / - 10 percent of 
magnitude. 
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Fig. 3 Excerpt of a digital temporal record of the wall pressure signal 
at U0 = 15.5 m/s. (Filtered signal has been bandpass filtered between 
70 and 15,000 Hz) 

tistics is expected (Alfredsson and Johansson, 1990). Further
more, Sreenivasan (1991) states that intermittent (flow) 
structures cannot be described efficiently by the statistics of 
the distribution. He further states that for Gaussian data, the 
mean and variance describe the process completely; however, 
for highly intermittent structures, the first few moments give 
little clue as to their nature. 

Conditional Sampling of Large Amplitude Events. Visual 
inspection of the time records of the wall pressure revealed 
large amplitude events as seen in Fig. 3. A conditional sampling 
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Fig. 4 Sequential large amplitude wall pressure events in excess of 3 
RMS values for U0 = 15.5 m/s: (a) positive events; (b) negative events 

approach to investigate the statistics of these pressure events 
was used. Peak pressure events were extracted from the con
tiguous time record if a measurement exceeded the threshold 
k, established by p'w > k»pTms for all positive peaks, and p'w 
< -k'ptms for all negative peaks. When the amplitude ex
ceeded the threshold, an event was declared present. The time 
of occurrence of the event was colocated with the peak's max
imum amplitude for positive events, and minimum amplitude 
for negative events. The duration of the event, At, was defined 
by the event's pre and post threshold zero crossings. It should 
be noted that many thresholds were investigated. The results 
to be presented are for a threshold k = 3 and these results 
show features that are typical of events using thresholds from 
1 to 5. 

Figures4(a) and (b) are plots of peak positive and negative 
amplitudes, respectively, of events exceeding a threshold of k 
= 3 and displayed in sequential order of occurrence. The 
maximum positive pressure measured was 8.7 prms while the 
maximum negative pressure was -9.2plms. Figures 5(a) and 
(c) display the shape of events obtained by averaging the full 
ensemble of positive (or negative) events while Figs. 5(b) and 
(d) show an overlay of a subset of the individual events. 
Figures 6(a) through (d) are from the dame data records used 
in Fig. 5; however, these results were obtained by first nor
malizing each of the event's data points by their peak ampli
tude, then averaging the full ensemble of normalized events. 
From these results, it appears that the shape and duration of 
the events are independent of the event's amplitude since nor
malization had no noticeable effect on the averaged shape. In 
both cases, the positive and negative large amplitude events 
have clearly defined asymmetric wavelet shapes. These features 
are qualitatively similar to those obtained by Schewe (1983), 
Johansson et al. (1987), and Haritonidis et al. (1990). 

ê  

Fig. 5 Average and overlay of positive and negative large amplitude 
wall pressure events (k = 3.0; U„ = 15.5 m/s) 

The statistical properties of the events for various threshold 
values are presented in Table 2. The table lists the percentage 
of the total time and total RMS value that both positive and 
negative events contribute to the wall pressure fluctuations. 
The contributions were determined by computing the RMS 
values from all events that exceeded the current threshold. 
Consider, for example, the threshold k = 3. The data show 
that large amplitude events in excess of this threshold [pi, > 
3'Ams) occur approximately 5 percent of the time and con
tribute to approximately 49 percent of the RMS value. These 
values (5 percent, 49 percent) are larger than that reported by 
Schewe (1 percent, 40 percent) and Johansson (6 percent, 18 
percent). These differences are partially attributed to the meth
ods used to estimate the contributions. Schewe's values were 
determined directly from higher moments of the probability 
density function. A comparison of the present results for k = 
3 using this procedure show only 38 percent contribution to 
the RMS value compared to 49 percent contribution deter
mined by considering the full event. Clearly, the probability 
distribution approach only takes into account that portion of 
the individual event that exceeds the threshold. The RMS cal
culations which incorporate the full event based on the axes 
crossings appear to be more realistic. 

Frequency of Occurrence of Large Amplitude Events. An 
investigation of the time-dependent behavior of the wall pres
sure events was also pursued. This was done by determining 
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Fig. 6 Average and overlay of positive and negative large amplitude 
wall pressure events with normalized amplitudes [k = 3.0; U„ = 15.5 ml 
s) 

the statistical features of the duration of the events, and the 
time between events. The frequency of occurrence is defined 
as the reciprocal of the average time between events. For the 
purpose of this discussion, the 'time between events' is the 
time elapsed from the trigger point of one peak event to the 
next trigger point. The trigger point is defined as the time at 
which the signal exceeds the threshold condition. The time 
measurements are scaled on inner wall variables using the re
lationship 

Table 2 Statistical properties of combined positive and neg
ative large amplitude events. Mean values reported with stand
ard deviations from the mean shown in. parenthesis 
k 

0.0 
1.0 
2.0 
3.0 
4.0 
5.0 
6.0 

%RMS 

100.0 
96.7 
75.8 
49.4 
30.9 
•19.6 
14.5 

(err) 

(----) 
(0.13) 
(0.37) 
(0.80) 
(1.41) 
(1.78) 
(0.92) 

%Time 

100.0 
65.9 
22.2 

5.3 
1.3 
0.4 
0.1 

(err) 

(----) 
(0.63) 
(0.36) 
(0.16) 
(0.12) 
(0.06) 
(0.03) 

Table 3 Statistical properties of large amplitude events. Mean 
values reported with standard deviations from the mean show 
in parenthesis 

k 

0.0 
1.0 
2.0 
3.0 
4.0 
5.0 

k 

0.0 
1.0 
2.0 
3.0 
4.0 
5.0 

%Time 

50.87 
33.57 
10.47 
2.15 
0.47 
0.12 

%Time 

49.12 
32.66 
11.52 
3.17 
0.88 
0.26 

(a) Positive large am 

(err) 

(0.17) 
(0.24) 
(0.16) 
(0.06) 
(0.03) 
(0.02) 

(b) Negative 

(err) 

(0.17) 
(0.24) 
(0.24) 
(0.16) 
(0.07) 
(0.05) 

(O 

20.66 
48.02 
164.9 
724.5 

2897.4 
11454. 

plitude events 

(err) 

( 0.45) 
( 1.33) 
( 6.11) 
( 51.0) 
(280.7) 
(3019.) 

large amplitude event 

<0 
20.64 
47.82 
144.9 
496.1 
1640.0 
4939.0 

(err) 

( 0.44) 
( 1.77) 
( 6.53) 
( 31.6) 
(246.7) 
(938.9) 

At 

10.10 
15.56 
16.54 
14.58 
13.04 
12.26 

At 

9.72 
15.06 
15.96 
14.98 
13.64 
12.18 

(err) 

(0.25) 
(0.41) 
(0.72) 
(0.67) 
(0.92) 
(0.79) 

(err) 

(0.22) 
(0.48) 
(0.79) 
(1.33) 
(1.13) 
(1.45) 
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Fig. 7 The average time between large amplitude wall pressure events 
versus threshold for U„ = 15.5 m/s. Error bars represent three standard 
deviations from the mean. 

The average duration of the events and the average "time 
between events" are tabulated in Table 3. This table contains 
separate information on both the positive and negative events. 
The average durations vary with threshold, but are approxi
mately 10 to 16 viscous time units. There is negligible difference 
between the duration of the positive and negative events for' 
calculations based on a large number of events. Schewe (1983) 
reported an average duration of 12 viscous time units. The 
present data are also consistent with the values obtained by 
Johansson et al. (1987). 

As expected, the tabulated data show that the average value 
of the time between events increases with increasing values of 
the threshold for detecting events. For thresholds k > 2, the 
behavior appears to follow an exponential relationship as shown 
by the (approximate) linear fit using semi-logarithmic scaling 

in Fig. 7. The values obtained by Johansson et al. (1987) for 
thresholds of 1, 2, 3, and 4 as well as Schewe (1983) for a 
threshold of 3.2 are also included in the Fig. 7. The limited 
data points of Schewe are in agreement with the present data 
while the Johansson data show some variations. As the thresh
old increases beyond k = 2, the average time between negative 
events is consistently less than the time between positive events. 
A corollary to this observation is that there are significantly 
more negative peaks than positive peaks over the same time 
record for peaks whose amplitudes exceeded k = 2. 

The time between events for sequentially detected positive 
and negative events having a threshold of k = 3 are shown in 
Figs. 8(«) and (b). For this figure, events exceeding a thresh
old of k = 3 are sorted by sign into positive and negative 
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Fig. 8 Time between sequential events that exceed the 3 RMS value 
at U0 = 15.5 m/s for: (a) positive events; {b) negative events 
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Fig. 10 Histogram of the distribution of time between negative large 
amplitude events at threshold values of 1.0, 1.5, and 2.0 at U0 = 15.5 
m/s 

*S *£* w» 

t / < t = 

Fig. 9 Histogram of the distribution of time between positive large 
amplitude events at threshold values of 1.0, 1.5, and 2.0 for U0 = 15.5 
m/s 

events and shown in their respective order of occurrence. As 
seen in the figures, there is no apparent order to the sequence 
of events. However, it does appear that several events below 

Fig. 11 Distribution of normalized time (re. <(> for the threshold k 
1) between negative peak pressure events for Ua = 15.5 m/s 

the average time occur prior to the occurrence of a long time 
delay between events. A preliminary examination of the re
lationship between positive and negative events revealed a pat
tern of 4 or 5 sequential negative events followed by a sequence 
of 3 or 4 positive events along the time record. 

Histograms of the time between events for k = 1.0, 1.5, 
and 2.0 are shown in Figs. 9 and 10 for the positive and negative 
peaks, respectively. In each of the plots, the time between 
events has been normalized by the average value of time for 
that particular threshold. The results for higher values of k 
appear to follow the overall trend but were limited by the small 
sample size for the total number of events. Figure 11 is a 
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composite histogram of the time between events for the neg
ative peaks over a range of threshold. In this figure, the time 
for each data set was normalized by the average time for the 
k = 1 threshold. To a first approximation, the distributions 
of time between events appear to follow a family of lognormal 
distributions (Karangelen, 1991). 

A (Gaussian) white noise temporal record, which was band
pass filtered over the same frequency range as the real data, 
was analyzed and compared to the actual data shown in Fig. 
9. As expected, the Gaussian results produced an equal number 
of positive and negative events with a classical lognormal dis
tribution for the time between events for both positive and 
negative data sets. For the threshold of k = 2, the relative 
peak location and histogram shape appeared similar to the real 
data. The details can be found in Karangelen (1991). 

Some Concluding Remarks 
The goal of this investigation was to obtain noise-free wall 

pressure data in a quiet flow facility and to extend the database 
on the statistical features of wall pressure fluctuations. In the 
course of analyzing the extensive data, several significant ob
servations have been made. 

— Digital samples of wall pressure fluctuations demonstrate 
non-gaussian statistics. 

— Large amplitude wall pressure events are major contrib
utors to the RMS; 49 percent of the RMS value comes 
from events whose normalized peak pressures exceed a 
threshold of three times the RMS value and occur only 
5 percent of the time. 

— Negative wall pressure events are seen to occur more 
frequently than positive events for all thresholds ex
ceeding k = 2. 

— The probability distribution of time between events dem
onstrates quasi-lognormal behavior. 

In this study, the focus of attention was to examine the large 
amplitude wall events in order to gain some new insight on 
the coupling between intermittent near wall flow structures 
and the wall pressure events. It had been proposed by Hari-
tonidis et al. (1990) that the negative pressure events are as
sociated with outward ejections and inward interactions of low 
speed fluid, while positive pressure events are associated with 
the sweeps of high-speed fluid toward the wall. 

As previously discussed, there is some controversy regarding 
a one-to-one correspondence between "bursting events" and 
the large amplitude wall pressure events (Eckelmann, 1990; 
Haritonidis et al., 1990). This correspondence implies that for 
every ejection and/or sweep event that occurs locally in the 
near wall flow, there is a corresponding and exclusive large 
amplitude event seen in the pressure signatures at the wall. It 
futher implies that one can use the pressure signal received at 
the wall to trigger the detection of the burst events within the 
flow. This question was further addressed by Wilczynski (1992) 
and it is not possible to explicitly answer it with the present 
results. However, the secondary question, of whether the fre
quency of occurrence of wall pressure events (or average time 
between events) correlates with the occurrence of organized 
flow events, may shed some light on this issue. 

For channel flows, Tiederman (1990) detected burst events 
using velocity measurements in the flow. He reported an av
erage time between burst events of 90, scaled on inner variables,, 
and this value was seen to be independent of Reynolds number. 
For boundary layer flows, the time between events is reported 
to be closer to 300 (Blackwelder and Haritonidis, 1983 and 
Willmarth and Sharma, 1984). By using these values as upper 
and lower bounds, the average time between events corre
sponds to a range between 2 < k < 3 on Fig. 7 and thus is 

consistent with the occurrence of large amplitude wall pressure 
events. 

Though the present results cannot resolve the basic issues 
regarding a one-to-one correspondence between bursting events 
and large amplitude wall pressure fluctuations, the analyses 
of the database on wall pressure events support the conjecture 
that there is a distinct relationship between intermittent events 
in the flow and large amplitude wall pressure events. This work 
has also provided a framework to pursue concurrent meas
urements of the velocity and wall pressure fluctuations in an 
effort to better understand the relationship between turbulent 
structures and wall pressure fluctuations. The recent data ac
quired by Wilczynski (1992) are now under extensive analyses 
to resolve these issues. Some of these findings were reported 
at the ASME winter meeting (NCA-Vol. 13, pgs. 165-80) and 
will be submitted for publication. 
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On the Compressible Flow 
Through an Orifice 
A new theory for the compressible flow through an orifice is presented which provides 
a significant advance over the approach currently employed. As the flow approaches 
the critical regime (local sonic condition), measurements diverge from the theoretical 
result due to the non-one-dimensionality of the flow. Nevertheless, a straightforward 
correlation is available, and the measurements for different pipe/orifice geometries 
all appear to lie in the vicinity of a single, universal curve. As the flow approaches 
the incompressible condition the correlation factor {the discharge coefficient) be
comes unity. 

Introduction 
The measurement of an incompressible mass-flow-rate by 

means of an orifice installed in a pipe was first developed by 
the Verein deutscher Ingenieure in 1912. It eventually was taken 
over to become the German 1952 Standard Orifice; see NACA 
TM 952 for the details. Referring to Fig. 1, if the properties 
of the fluid are known, and if the orifice is machined to the 
specifications therein, calculation of the flow rate depends only 
on the measurement of the static-pressure drop Ap=p2-p3 
across the orifice plate, and a discharge coefficient C, which 
is obtained from a universal plot provided in the same refer
ence. The discharge coefficient is plotted as a function of the 
upstream Reynolds number and the orifice/pipe area-ratio 
A2/A1=A2i. 

As indicated in the figure, the flow separates from the orifice 
contour and becomes a free jet where the static pressure on 
the jet boundary is equal to that of the bounding fluid in the 
surrounding plenum. A short distance downstream (typically 
a few pipe diameters) of the orifice the jet area becomes a 
minimum, and the local flow becomes (nearly) uniform. The 
expression for the mass rate-of-flow is 

m = CpA2 •sflKpTp. 

The introduction of the discharge coefficient bypasses the 
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Fig. 1 Schematic of gas flow through an orifice 

fact that there is no theory linking the plenum pressurep3 =p$[ 

bounding the jet, with the jet minimum-area A4, and the orifice 
area A2 = A3. The plot is made with C as ordinate, and with 
the upstream Reynolds-number as abscissa. It incorporates a 
series of curves with the area ratio A2i as parameter. As a 
practical matter the value of the discharge coefficient for any 
fixed value of A2i is constant if the Reynolds number is suf
ficiently high, and gradually increases as the Reynolds number 
decreases. 

In the case of the flow of a perfect gas the problem is more 

'One reviewer of this paper questioned our claim that the pressure on the 
back face of the orifice, measured by an annular array of pressure taps, was in 
fact equal to the plenum pressure. We made hundreds of measurements of the 
difference of these two pressures, for a variety of orifice geometries, and never 
found any significant deviations from zero. 
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complex. The method chosen to deal with this was to modify 
the preceding incompressible-flow formula by the introduction 
of a second multiplier, called the expansion factor, which de
pends on the area ratio A2n the static-pressure ratio p3/p2 =p32, 
the ratio of specific heats, and an empirical contraction factor 
which relates to the sharpness of the orifice machined-edge. 
The density to be used for a gas is the static density at station 
1. For a given pipe/orifice geometry the latter value tends to 
decrease as the flow rate increases; it is thus a variable. Con
sequently, some means must be provided for calculating it. 
The most straightforward way is to measure the local static-
pressure and static-temperature, both of which are variables. 
The desired density is then calculated from the equation of 
state. Furthermore, one must still calculate the upstream Reyn
olds number to be able to compute the discharge coefficient. 
Since this is not known in advance an iterative calculation must 
be performed. The theory is limited to subcritical flow. 

Objectives of the Current Study 
If station 1 is not too far upstream of the orifice, we can 

expect viscous flow-losses between stations 1 and 4—unlike 
the case of a venturi where the rapidly moving portion of the 
flow is bounded by a solid wall—to be small. This is not to 
say, as the jet downstream of station 4 expands to fill the pipe, 
that significant viscous losses will not eventually result. Thus, 
in the current work we seek a new theory which is based 
(principally) on inviscid one-dimensional flow relations. It is 
also our objective to obtain a simple expression which can be 
used in the supercritical regime. 

To achieve this, it is our contention that it is greatly pref
erable to employ, rather than the static-pressure drop across 
the orifice Ap =p2 -p3, the relationship between the total-pres
sure p°=p°, just upstream of the orifice, and the downstream 
static-pressure p4, which will appear in terms of the ratio 
p4/p°. This choice, it will be seen, leads to a substantial sim
plification over earlier approaches. 

A Note on Previous Work 
Various authors, starting early in this century, have under

taken the analysis of this flow with varying amounts of success. 
One of the more successful is due to Cunningham (1951 )2 in 
which he utilizes a one-dimensional theory which incorporates 
the momentum equation. In spite of the fact that it depends 
on one unverified assumption and, additionally, on the as
sumption that the pressure at the minimum area in supercritical 
flow can be taken as uniform over a section and equal to the 
plenum pressure, his data points lie close to his theoretical 
expression in the two cases presented. Cunningham chooses 
the static-pressure ratio (in the current notation p4/p\), as the 
independent variable, which makes for more awkward algebra 

Cunningham gives several of the early references. 
3He assumes, following Buckingham (1931), that the unknown force on the 

orifice plate can be calculated by comparing it to a fictitious, incompressible 
flow of the same mass-flow-rate. 

than with the ratio p4/p° used herein. In his principal finding 
he compares the theoretical contraction-ratio A4/A2=A42 (cur
rent notation) with experiment, and finds good agreement, 
although there is no explanation of how the experimental jet-
area A4, at the station where the flow is thought to be sonic, 
was determined. Unfortunately the failure to report his results 
in the form of a discharge coefficient has limited the utility of 
the work. 

Proposed Theory 
A principal novelty of the current work is the introduction 

of a theoretical model of the flow from the orifice, station 2, 
where the flow is clearly not one-dimensional, to station 4, 
where the flow is presumed to become (almost) uniform, a 
condition which is realized, in fact, only in sub-critical flow. 

The Relations of Compressible Flow. At station 1, which 
is presumed to be at most a few diameters upstream of the 
orifice, the flow is also treated as uniform. The restrictions of 
steady, isoenergetic, inviscid (and thus isentropic), perfect-gas 
flow are imposed. Under these restrictions the flow total-con
ditions 7°, p°, p°, as well as m, are constant throughout. 

For the mass rate-of-flow we have 

P4 U4 d4 n n 
m = PHUIAA = -7, „ P a A4. 

p «4 a 

The isentropic condition yields 

P4/p° = {p,/p°)u^(a4/ar/^l\ 

Therefore, 

a4 /«°=(A//) ( T~ , ) / 2 r , 

p4a4/p
acP=(p4/p

a)^^. 

From the compressible-flow energy equation: 

flfl2=fl5+3YL«3. 

Combining (5) with (2), with p4/p° as the independent vari
able, 

HM®"*-¥- • 
Substitution of (4) and (6) into (1) produces an expression 

for the theoretical mass-flow-rate: 

(1) 

(2) 

(3) 

(4) 

(5) 

m. 
7- 1 w 1 - P* 

(7 - i ) / y 

p°a°A4 (7) 

Note in (7), if we introduce the equation of state for a perfect 
gas p = pRT and the expression for the total speed-of-sound 
a° = (yRT°)l/2, we have the combination 

P V = P0h/RT°)1 (8) 
a form which is more readily computed from direct measure
ment. 

A = cross-sectional area of a 
duct 

a = speed of sound 
C = discharge coefficient 
D = duct diameter 
M = Mach number 
m = mass rate-of-flow 
p = pressure 

Q = 
R = 
u = 
7 = 
P = 

Superscripts 
0 = 

volume rate-of-flow 

gas constant 
flow speed 
ratio of specific heats 
density 

denotes total (stagna
tion) conditions 

* 

Subscripts 
a = 
t = 

1 , 2 , 3 , 4 = 

denotes sonic condition 

denotes actual 
denotes theoretical 
denote flow stations in 
duct 

Journal of Fluids Engineering DECEMBER 1993, Vol. 115 / 661 

Downloaded 02 Jun 2010 to 171.66.16.106. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Busemann's Relation for the Contraction Coefficient of a 
Free Jet. There is no closed-form theoretical expression avail
able for the contraction coefficient of a jet in axi-symmetric, 
compressible flow. However, for the corresponding two-di
mensional, planar case by use of conformal mapping in the 
hodograph plane, Busemann (1937)4 obtained the following 
exact result: 

A 2 7T + 2p4 /p 

The one-dimensionality of the flow at station 4 is, of course, 
attained theoretically only infinitely far downstream. In fact, 
at the station several duct-opening widths downstream, the jet 
thickness differs little from its asymptotic value. We caution 
that (9) is strictly valid only in the limit of an infinite upstream 
plenum, i.e., for the case when A2\-*0. It is further restricted 
to flow speeds in the jet not greater than sonic. 

To apply a planar-flow relation to axisymmetric flow needs 
some justification, not to mention verification. We first note 
from (9), that in the case of incompressible flow, where 
p4/p°—1, 

lim — = ̂ - = 0.6110. (10) 
p4/p°-l A2 7T + 2 

Thus Busemann's expression reduces to the classical result 
of Kirchhoff (1869) for an infinite plenum, also obtained by 
the method of conformal mapping. 

For the axisymmetric case, the earliest result is due to 
Garabedian (1956) using some fierce mathematics. He obtained 

4^ = 0.5793. (11) 
A2 

His student Bloch (1967), using the method of steepest de
scent in a computerized numerical solution, found that 

4 i = 0.59135±0.00004. (12) 
A2 

The exact axisymmetric value for A42 in incompressible flow 
is thus only three percent less than the exact two-dimensional 
value. 

It therefore seems plausible that we can apply Busemann's 
expression to the axisymmetric, compressible flow with a rea
sonable prospect that resulting errors should be minor. We 
must, however, in an actual flow, be prepared for the possi
bility that the discharge coefficient (defined below) may be 
dependent on the orifice/pipe area-ratio A2i. 

Thus, combining (7), (9), and (2), our final expression for 
the theoretical mass-flow-rate is 

*Hv?)')~,A%-(13) 

There is a hidden pitfall. Equation (13) has a certain simi
larity to the corresponding relation for the flow through a 
deLaval nozzle. However, unlike a fixed nozzle, where a max
imum flow-rate is established as soon as the critical pressure 
is established in the throat, a free jet will respond to pressures 
lower than critical. Experiments on orifice flow by Perry (1944)5 

have shown that as the downstream-pressure decreases, the 
flow rate (and, effectively, the area AA) gradually increases. 

'Cunningham (1951, p. 634) refers to a group of earlier efforts, including two 
by Busemann, to compute the contraction coefficient of a compressible jetflow. 

5ActuaIly a number of earlier researchers had established this flow behavior 
years earlier. See Cunningham (1951) for some of the references. 

A comprehensive theoretical study by Alder (1979) of the 
flow through an orifice from an infinite upstream plenum 
clearly delineates the reasons why the flow rate continues to 
increase. Downstream of the minimum area the jet becomes 
supersonic. Furthermore, the jet boundaries expand every
where to adjust to the lower pressure, thus producing a higher 
flow-rate. We would not expect the related problem of finite 
upstream and downstream plenum boundaries to affect these 
qualitative conclusions. It is worth noting that the condition 
used by Alder to locate the jet boundary is precisely the con
dition used in this work that /?3 =p4. It turns out, when the 
pressure downstream is lower than critical, that the location 
of the jet minimum-area moves closer to the orifice station as 
the plenum pressure continues to decrease. Furthermore, the 
flow at this station is not uniform. The flow is extremely 
complex, and there appears to be no rational way of repre
senting it by one-dimensional theory. 

The critical pressure p* is given by 

where p*/p° = 0.528 for y = 7/5 (i.e., for air). 

A Computational Rule. To illustrate the absurdity of at
tempting to compute the flow rate by substituting a super
critical pressure in (13), we note in the limit as/?4/p°~0, that 
/n-»0. We therefore propose the following rule for the appli
cation of (13): for 1 >p4/p°>:p*/p0, Eq. (13) shall be used as 
written, for computing the flow rate. For 0 < p^/p° <p*/p°, 
we replace the unknown value of mt by a reference value, 
lim [m,] s= Wnnax, which is the maximum value of the theo-

P4-P* 

retical mass rate-of-flow in the sub-critical regime. Thus 

"-=(^)5 S(1 +K^)" , p V^ il5a) 

= 0.4123A%, for 7 = 7/5. (156) 
There is no suggestion, for downstream pressures less than 

the critical value, that the flow rate has become constant. On 
the contrary, it continually increases as the pressure decreases. 
However, as Alder has conclusively shown, supercritical flow 
downstream of the orifice cannot be represented by any one-
dimensional model. Therefore we choose simply to replace 
mt over the entire supercritical regime by its initial value when 
Pn=p*• The error incurred thereby is overcome by correlating 
the discharge coefficient with experiment, a common-enough 
technique. 

Definition of the Discharge Coefficient. We define the dis
charge coefficient as the ratio of the actual, to the theoretical 
mass-flow-rate, i.e., 

C=ma/mt. (16) 

In calculating C, mt is replaced by mmax in the supercritical 
regime. We recognize the possibility that C may be dependent 
on the orifice/pipe area ratio A2i. 

The Experimental Setup 
Our measurements were made in the RPI gas-dynamics in

flow-facility using a specially fabricated test-section sketched 
in Fig. 2. The two test-sections employed were fabricated from 
either copper or plastic pipe-segments which join together 
through flanges. Two sizes of pipe were employed, nominally 
2 in. (copper), and 4 in. (plastic) in diameter, respectively. The 
actual dimensions are D2 = 2.033 in (5.164 cm), and 3.790 in. 
(9.627 cm), respectively. The inlets were turned from wooden 
blocks, custom fitted to provide a smooth transition to each 
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FLOW NOZZLE PITOTTUBE 
STATION 

ORIFICE STATION 

© 
EXPERIMENTAL RESULTS 

Fig. 2 Schematic of test facility 

pipe inside-diameter. About 10 diameters downstream from 
the inlet a specially machined flange allows for the installation 
of interchangeable, custom-made VDI flow-nozzles of differ
ent outlet diameters which were employed to measure the actual 
flow rates. In general the flow-nozzle used had an exit diameter 
sufficiently large that compressibility effects in the flow nozzle 
were avoided in calculating the actual flow rate. The calibration 
curves were verified by pitot-tube field surveys downstream of 
the nozzles. 

About eight diameters further downstream a mount is pro
vided for a commercial pitot-static tube which is the station 
for the measurement of the local total-pressure p° upstream 
of the orifice. Our measurements showed that the local value 
was only slightly smaller than the atmospheric value at the 
inlet. The decrease reflects flow losses due to the inlet, the 
flow nozzle, and the pipe. 

The orifice station is located ten diameters downstream from 
that of the flow-nozzle. The flanges are fitted with pressure 
taps, arrayed in an annulus, so that the values are effectively 
averaged to produce the pressures p2 and/?3, as required. The 
flanges also accommodate interchangeable orifice plates which 
are fabricated to ISO (formerly VDI) standards. A ball valve 
is located about ten diameters beyond the orifice station to 
regulate the flow. Several diameters ahead of the ball valve a 
second pitot-static tube is located to provide the downstream 
static-pressure /?4. It also provides a capability for measuring 
the total-pressure drop through the orifice, if desired. All pres
sure measurements were made with manometers, using either 
water or mercury as fluid. For at least one run the flow rate 
was sufficiently high that it was necessary to use a second ball-
valve further downstream, which is a part of the permanent 
piping-system leading to the vacuum pumps, in order to obtain 
the necessary sensitivity to increment the flow rate. 

The flow is maintained with a bank of five vacuum pumps, 
each rated at 100 cfm, which empty a vacuum reservoir of 
about 2300 ft3 (65 m3) downstream of the test rig. Conse
quently, the inlet total-pressure and temperature are always 
essentially the local atmospheric values. Due to the inability 
to adjust the inlet total-conditions, systematic studies on the 
effects of varying the upstream Reynolds number for a specific 
orifice/pipe geometry are not possible. Consequently, for a 
given orifice/pipe geometry, where the flow rate varies from 
the no-flow condition to the maximum attainable with the set 
up, the Reynolds number changes with every data point, in
creasing with the flow rate. 

Note on Experimental Difficulties. The original (and over-
optimistic) plans were to test a substantial number (6 or 7) of 
orifices for each pipe size. As it turned out the number of 
useful data runs is rather smaller than planned. For the case 
where the flow-nozzle diameter was only slightly larger than 
the orifice, compressibility effects in the flow nozzle were ex--
perienced, and mass-flow-rate measurements became inaccu
rate. If the flow-nozzle diameter was (relatively) too large then 
the sensitivity became so small that useful measurments of the 
flow rates could not be obtained over the whole range of the 
run. 

If the orifice diameter was too small, in the absolute sense, 
the actual flow-rate was so low that the Reynolds number 
upstream of the flow nozzle fell below the minimum value 104 

at which the VDI flow-nozzle is calibrated. On the other hand, 
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Fig. 3 Plot of discharge-coefficient C versus p,/p° tor various values 
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if the orifice diameter was too large (particularly in the 4-inch 
pipe), then the pumps could not handle the larger flow-rates 
capable of being passed by the orifice, and the low pressures 
in the downstream plenum necessary to obtain the higher flow-
rates could not be maintained. 

The consequence of these limitations is that we are restricted 
to presenting results for only four orifices in the two-inch pipe 
(D2 = 0.500, 0.750, 1.000, and 1.250 inches), and two in the 
four-in. pipe (D2 = 0.750 and 1.000 in.) 

Experimental Results 
All reported results are contained in Fig. 3. As previously 

indicated, we believe that the appropriate variable on which 
to correlate the data is the pressure ratio p^/p0. The upstream 
Reynolds number is different for every data point for a given 
run. For completeness, however, we note that the range of 
Reynolds numbers in the two-inch pipe was from 5.3 X 103 to 
1.9x 105. In the four-inch pipe the range was from 3.05 x 103 

to 6.8X104. 
It is apparent that each set of points for a fixed value of 

A2\ defines a unique curve. A mean line has been drawn in 
arbitrarily such that the great majority of data points lies within 
the band of AC= ± 0.04 from the mean line. Several reviewers 
have correctly noted that the plot of the various curves is not 
monotonic with variations in the orifice/pipe area-ratio A2i. 
The principal offender is the curve for A2X=Q.2A\9 which 
should lie between the pair of curves above the faired line to 
maintain monotonicity. A review of the data has not revealed 
any explanation for this fact. More encouraging is the fact 
that the curve for A2\ = 0.0605 in the two-inch test-section and 
the curve for A2i =0.0696 in the four-inch test-section fall 
almost on top of each other. 

Our finding that the flow rate increases continuously as the 
pressure ratio p^/p0 decreases confirms the work of earlier 
investigators. Furthermore, the discharge coefficient C in
creases similarly, and the initiation of the rise is evident well 
before the critical pressure-ratio p*/p° is reached. We attribute 
the probable reason for this rise to interaction of the flow just 
upstream of the orifice station with the jet immediately down
stream of the orifice, as it experiences the onset of supersonic 
flow. This is another indication that the one-dimensional flow 
equations have been put to a substantial test in this application. 
It is not likely that other one-dimensional modifications ap
plied to the current theory will result in substantial improve
ments. 
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The data points at the left end of the plot exhibit the greatest 
scatter. This is the region of the lowest flow rates, where a 
small deviation in the absolute value of a measured pressure-
difference shows up as a relatively large change in the calculated 
value of the corresponding flow rate. In the limit as p^/p°-~ 1, 
C—1. The limiting case corresponds to incompressible flow, 
and the preceding equations reduce to a very simple expression 
for the incompressible-flow analog of (13). This expression is 
omitted since we have not conducted any measurements in a 
liquid flow. 

On the right side of the plot, anomalies appear where several 
of the curves become horizontal. It is our belief this indicates 
that the flow has become choked somewhere in the system 
which consequently will not accept higher flow rates. 

We have previously noted it is possible that the correlation 
of the discharge coefficient C may involve dependency on the 
parameter A2i- If there is such dependency it appears to be 
small. The acquisition of the data presented required us to 
push the capabilities of our test-facility to its limits, and we 
must leave further refinement to experimenters who have fa
cilities with greater capabilities. 

Thus there remains a need for comprehensive independent 
verification over a wide range of the parameter A2\. Further
more, to increase the range of the test Reynolds number one 
must have a pressurized facility, or use a different gas. It is 
our contention that, to the first approximation, and for Reyn
olds numbers within our test range, viscous effects may be 
neglected. 

Conclusions 
1. For the first time known to the authors, a formula 

(Busemann's formula, Eq. (9)]) has been provided which pro
vides a simple expression for the contraction coefficient for 
an axi-symmetric subcritical jet emitted from an orifice. Al
though the formula was derived for planar jet-flow from a 
slit, our measurements provide (indirect) evidence that it can 
be applied to axi-symmetric flow with only modest error, at 
worst. 

2. Within the range of Reynolds number of our measure
ments, it is clear that viscous effects play but a small, probably 
negligible role in orifice flow. 

3. It is shown that the appropriate parameter to employ as 
independent variable in correlating the mass-flow-rate is the 
ratio of the downstream plenum static-pressure to the total 

pressure just upstream of the orifice. Use of this variable re
duces, and perhaps eliminates, the need to introduce the ratio 
of the orifice-area to the pipe-area as a parameter. 

4. Use of the theory allows a correlation of our experimental 
values for mass-flow-rate in terms of a discharge coefficient, 
where almost all of the experimental points lie within 
AC= ±0.04 of a universal curve (an estimated mean line). This 
correlation includes the entire range of downstream pressures, 
including both subcritical and supercritical flows. 

5. We recommend independent verification of our meas
urements to eliminate possible uncertainties, and to extend the 
range of Reynolds number for which our results apply. 

6. The authors believe that the new theory represents the 
ultimate use of one-dimensional theory to analyze gas flow 
through an orifice. Due to the essential non-one-dimensionality 
of the jet in orifice flow, as shown by Alder (1979), more 
sophisticated techniques must be employed if further improve
ments are sought. 
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Ultrasound Diagnostics—I: 
Experiments 

(Data Bank Contribution*) 

Ultrasound as a technique for interrogating two-phase mixtures has the advantages 
of being nonintrusive, it has a very high frequency response, and is able to penetrate 
typically opaque highly concentrated mixtures. There exists, however, an inherent 
compromise in the choice of the frequency of the ultrasound between maximizing 
spatial resolution and ensuring adequate beam penetration. To this end, the prop
agation of ultrasound in solid-liquid mixtures has been investigated experimentally 
for a range of frequencies and concentrations of the dispersed phase. The measured 
attenuation has been shown to depend roughly linearly on frequency for 0.1<kr<0.75 
{where the wavenumber k = 2-ir/X, and A and r are the wavelength and particle 
radius, respectively), and quadratically for kr > 0.75. As a function of solids 
concentration, the attenuation displays a maximum at a solids fraction of about 30 
percent for the present system of silica beads in water. This robust and reproducible 
result contradicts models of attenuation that rely on linear superposition of single 
particle effects. The intensity field produced by a circular disk transducer in a two 
phase medium at kr~ 1 shows excellent agreement with the Rayleigh integral with 
a modified wavenumber and attenuation parameter, and it allows for the prediction 
of the transducer beam geometry in two phase mixtures for a wide range of fre
quencies and solids fractions. The limitations of ultrasonic wave propagation as a 
nonintrusive diagnostic technique, in terms of spatial resolution, have been discussed. 
Acknowledging these limitations, an ultrasonic instrument for determining the ve
locity of moving particles at or near maximum packing was built. Preliminary results 
from this prototypical ultrasonic Doppler velocimeter show good agreement with 
observations of the settling velocity of silica beads at high concentrations. 

1 Introduction 
Highly concentrated solid-liquid mixtures are encountered 

in a number of chemical and transport processes, such as the 
transport of slurries, drilling muds, pastes, concrete, and pol
ymer melts. Flows of such mixtures are often susceptible to 
blockages and bridging, and are typically difficult to monitor 
and control. These problems have motivated the development 
of nonintrusive diagnostics to describe the internal mechanics 
of these flows. In this paper the use of ultrasound in flowing 
or static multiphase mixtures is addressed as a means of mon-' 
itoring internal flow properties. Ultrasound (typically in the 

'Data have been deposited to the JFE Data Bank. To access the file for this 
paper, see instructions on p. 794 of this issue. 

Contributed by the Fluids Engineering Division of THE AMERICAN SOCIETY 
OF MECHANICAL ENGINEERS and presented at the ASME-JSME 4th International 
Symposium on Liquid Solid Flow, Portland, OR, June 24-26, 1991. Manuscript 
received by the Fluids Engineering Division February 20, 1991; revised manu
script received September 18, 1992. Associate Technical Editor: E. E. Michae-
lides. 

range of tens of kilohertz to several megahertz) has several 
distinct advantages over other methods of measurement in the 
investigation of highly concentrated mixtures. It is truly non
intrusive (unlike resistive or capacitive point probes such as 
those described by Shook et al., 1982, or Hsu et al., 1989), it 
has an inherently high frequency response, and can thus be 
used for the measurement of dynamic or transient phenomena; 
it can penetrate highly concentrated and optically opaque mix
tures (unlike laser Doppler anenometry or other optical tech
niques which require index of refraction matching, as described 
by Yianneskis and Whitelaw (1984)) and it has the capability 
of providing good spatial resolution. Acoustic wave propa
gation has been used for some time in the measurement of 
single phase flowrates (for in vivo blood flow measurements 
(McLeod, 1967)) and in low concentration two phase mixtures 
(Hilgert and Hofmann, 1986). Several proprietary devices are 
available that measure fluid velocities in predominantly single 
phase systems, such as water pipelines (cf. Controlotron Cor-
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poration, Nusonics and Texas Nuclear); these devices are also 
considered suitable for measurements in suspensions with low 
solids loading. These devices infer fluid velocity by measuring 
the Doppler shift scattered from particles moving along with 
the fluid. 

Acoustic wave propagation as a nonintrusive technique has 
certainly not been used to its full potential in highly concen
trated mixtures, due mainly to the difficulties posed by signal 
attenuation. There exists an inherent compromise.in the se
lection of operating frequency for an acoustic device between 
the need to minimize the wavelength for better spatial reso
lution, and maximizing the wavelength for better penetration 
of such mixtures. To this end, experiments were carried out 
to determine the acoustic characteristics of solid-liquid mix
tures as a function of solids fraction and frequency. Based on 
these findings, we delineate the distinct advantages of acoustics 
as a method of interrogating these mixtures, and the limitations 
of the technique. The mechanics of sound production by a 
circular disc transducer and its propagation in a single phase 
medium are reviewed, and based on the experimental findings, 
the theory is extended to attenuating monodisperse solid-liquid 
mixtures. We show that the judicious choice of the frequency 
and other operating parameters allow the use of acoustic wave 
propagation for the measurement of particle concentration and 
velocity in systems of particles up to the maximum packing 
concentration. Based on these findings a prototype Doppler 
velocimeter was constructed. Preliminary measurements of 
particle velocity in a sedimenting system, using this device, are 
presented for very high solids concentration. 

2 The Theory of Linear Acoustics—A Review 
The experimental study utilizes a flat, unfocussed ultrasonic 

transducer; it is therefore appropriate to first outline the char
acteristics of the acoustic field eminating from such a trans
ducer in a pure fluid. A more complete review of the classical 
theory may be found elsewhere (see, for example, Morse and 
Ingard, 1978). If a circular planar piston transducer is induced 
to vibrate, it will cause sound to be radiated into the medium 
in which it is immersed. All points on the face of the piston 
act as monopoles oscillating in phase with one another. Away 
from the piston face, the monopole fields interfere both con
structively and destructively. By linear superposition, the ve
locity potential <t>(x,t) at any point in the fluid is given by the 
Rayleigh integral (Morse and Ingard, 1978): 

/> „ — iks 

*(x,0 = 
2xs 

dA, (1) 

where x is the position vector of the target point, u is the 
velocity distribution across the face of the transducer, s is the 
distance from each point on the face of the transducer to the 
target, k is the wavenumber, and A is the area of the emitting 
surface, as indicated in Fig. 1. The velocity, u, of the fluid at 

Fig. 1 The geometry of the intensity field due lo a plane piston trans
ducer 

,,-^;Si\0v ; v ? u S ^ Hv.Vv'\\,;
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Fig. 2 One half of the radially symmetrical intensity profile for a plane 
piston transducer, calculated using the Rayleigh integral (Eq. (1)), with 
ka = 40. In this isometric view, the axial direction, which has a total 
length of I Ox the transducer radius, is angled to the right. The radial 
direction is to the left in this square domain. The intensity goes through 
several maxima in the near field, and then decreases as 1/x2 in the far 
field, as well as falling off sharply in the radial direction. 

any point is given by u = V </>, where </> is the velocity potential. 
The acoustical pressure deviation from the undisturbed datum, 
Po, is given by p' = ipooxj), where p0 is the datum fluid density 
(Temkin, 1981). The Rayleigh integral has been simplified and 
evaluated in approximate analytical forms by numerous in
vestigators (cf. Adach and Chivers, 1990; Goodsitt et al., 1982; 
Harris, 1981). Here it is integrated numerically and the radially 
symmetric intensity profile, normalized with respect to the 
maximum value, is shown in Fig. 2 for the case ka = 40, where 
a is the transducer radius (the profile shown is actually one-
half of the radially symmetric profile). The acoustic field has 
the following characteristics. The amplitude goes through a 
number of local maxima and minima in the near-field or Fres-
nel region while far from the piston face, the amplitude decays 
monotonically (as 1/x2). In the intermediate region between 
the near and far fields, the intensity of the sound wave goes 
through a final maximum at the point of natural focus of the 
transducer. The distance from the transducer face to this point 
is referred to as the natural focal length, in reference to the 
(analytically) similar case in geometrical optics. In the far-

a = 
A = 
c = 
/ = 

H(U) = 

i = 
k = 
L = 
P = 
r = 

R = 

transducer radius 
transducer area 
sound speed 
frequency 
frequency response transfer 
function 

wavenumber (complex) 
penetration depth or distance 
acoustic pressure 
particle radius 
distance from center of trans
ducer 

5 = 

t = 
T --
u = 
V = 
x = 
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K = 

X = 
/* = 

V = 
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= distance from transducer face 
= time 
= period 
= fluid velocity 
= signal amplitude 
= position vector 
= attentuation parameter 
= bulk modulus 
= wavelength 
= viscosity 
= gradient 
= frequency 
= velocity potential 

p = density 

Subscripts 
eff = effective 

/ = liquid 
p = particle 

Re = real part 
i1 = solid 

trans = transmitted 
0 = ambient 

Superscripts 
J_ = perturbation 

= bulk medium property 
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field, the transducer beam intensity is a maximum along its 
axis and falls off with increasing radial distance from the center 
axis. The Rayleigh integral is sufficiently general to describe 
the acoustic field due to a transducer of any geometry oscil
lating with an arbitrary velocity distribution, as was demon
strated for a focussed transducer by O'Neil (1949). 

3 Acoustic Wave Propagation in an Attenuating Me
dium 

In an attenuating medium, the wavenumber of a propagating 
acoustic wave, k, is generally complex and involves the angular 
frequency of oscillation, u>, the sound speed, c, and the fre
quency dependent attenuation parameter, a(oi), which is unique 
to the medium concerned, 

thin polymer membrane 

test mixture 

axiaiiy and laterally traversing , 

transducer holder " ^ 

ultrasonic transducer 

PVDF receiver 

deaired water bath 

Fig. 3 Experimental apparatus for the measurement of sound speed 
and attenuation in single phase and packed bed mixtures. The test me
dium is separated from the rest of the water bath by a 10 j<m polythene 
film. 

k = — — ia(w) = kRe — ia(ui). 
c 

(2) 

Several theories exist that relate a(oo) to fluid and particle 
properties, the particle concentration and the frequency of 
excitation, and a comprehensive review of these theories for 
the attenuation of sound in suspensions has been given by 
Harker and Temple (1988). The acoustic field for a linearly 
attenuating medium can be readily computed with the Rayleigh 
integral, with the substitution of a modified wavenumber to 
take into account differences in sound speed and attenuation. 
For all points sufficiently far from the emitting surface such 
that R » a, where R is the distance from the center of the 
transducer face, it follows that s — R. For these conditions, the 
purely geometrical effect of the integration over the transducer 
face may be uncoupled from the attenuation term to give the 
resultant velocity potential as 

g-^Re5 

* ( x ) = 
2irs 

dA (3) 

The condition R » a is not particularly restrictive when it is 
considered that the transition to the far-field of an unfocussed 
transducer typically occurs at a distance of several times the 
transducer radius, and that intensity measurements are typi
cally performed in the far-field. Thus by measuring the velocity 
potential distribution in an attenauting medium, the atten
uating parameter for that fluid can be calculated. 

Considering a non-homogeneous multiphase system con
sisting of discrete solid particles suspended in a fluid, for the 
case in which the wavelength of the sound is much larger than 
the particle radius, or X » r, the behavior of the medium is 
known to become attenuative and to assume the above rep
resentation with a modified wave speed (Allegra and Hawley, 
1972 and Waterman and Truell, 1961). The validity of this 
representation and the functional dependence of the atten
uation parameter a with respect to X for the case X < r is 
further investigated in this study. 

4 Ultrasonic Wave Propagation-
cedure 

-Experimental Pro-

4.1 Experimental Apparatus. Experiments were per
formed to measure the intensity field of an unfocussed circular 
disc transducer in single phase and multiphase systems. In 
particular, acoustic velocity, attenuation and beam geometry 
were measured. These experiments were conducted in a water 
bath of 30 cm width, 60 cm length, and 25 cm height. The 
transmitting transducer was attached to a housing with three 
degrees of linear motion provided by an x - y stage which itself 
was placed on a movable rail. The transducer could thus be 
moved axially and radially with respect to the receiver in a 
controlled and measureable fashion (Fig. 3). The receiving 
transducer was mounted on a 3 mm aluminum plate in a rigid 
mounting in the water bath. The transmitter which was typi
cally operated in a tone-burst mode, was driven by a frequency 

generator (Wavetek Model 166) via a 100 W RF amplifier 
(Amplifier Research AR15). The frequency generator was trig
gered internally to emit bursts of 10-20 sinewaves in the fre
quency range 100 kHz to 1.0 MHz. The receiver was connected 
to an ultrasonic amplifier (Panametrics 5052PR) with variable 
gain in the range 0 db to 60 db, and the amplified signal was 
then filtered (Krohn-Hite 3320) at a cut-off frequency of twice 
the emitted frequency in each experiment. The transmitted and 
received signals were displayed simultaneously on a digital 
oscilloscope from which the requisite information could be 
measured. The magnitudes of the transmitted and received 
signals were compared to evaluate the attenuation and beam 
geometry features, and the delay time between the transmitted 
and the received signals was measured to give the sound speed. 

4.2 Transducers. The transmitting transducer was a flat 
unfocussed and highly damped, broadband immersion trans
ducer of radius a = 9.5 mm, and nominal natural frequency 
1.0 MHz (Panametrics, V302). The intensity fields generated 
by the unfocussed transmitter was measured by a 1.0 mm 
diameter bilaminar polyvinylidene fluoromer (PVDF) hydro
phone (Pennwalt Corp.). The piezoelectric polymer PVDF has 
several distinct advantages in its use for acoustic receivers, 
including the fact that transducers may be tailor-made to vir
tually any dimension, and such hydrophones have a very flat 
frequency response from DC to several MHz. The receiver 
used in these experiments was chosen for its small size and 
hence the local nature of its reception characteristics. The 
frequency response of the transmitter-receiver system was 
measured under controlled conditions in pure water for each 
separate experiment to allow effects associated with the me
dium, such as attenuation and beam geometry to be separated 
from the system characteristics. 

4.3 Transducer Alignment. The acoustic intensity field 
produced by a transducer varies greatly with position, and 
consequently accurate positioning of the transmitting and re
ceiving transducers is critical. Initial coaxial alignment is 
achieved in an iterative fashion. The receiver is positioned at 
roughly the distance known to correspond to the focal length 
of the transmitter at the particular frequency of operation, 
and is then traversed axially and laterally in small increments 
until the maximum is detected. The transmitter is then moved 
back and forth along the axis and at each axial position, it is 
translated radially to ensure that the two are indeed aligned 
coaxially. This procedure is conducted prior to all measure
ments. 

4.4 Transducer Operation. Often ultrasonic instruments 
are operated in a pulsed mode, in which the transducer is 
excited by a pulse of relatively high amplitude and short du
ration. The transducer then rings down for some period of 
time (the length of which depends on the degree of mechanical 
and electrical damping inherent in the unit) at its natural or 
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Fig. 4 Axial intensity profile tor a 9.5 mm radius, 1 MHz transducer in 
water, normalized with respect to the maximum value at the point of 
natural focus. The theoretical curve is calculated using the Rayleigh 
integral (Eq. (1)). 

Fig. 5 Radial intensity profiles for a 9.5 mm transducer, operating at 
0.95 MHz in water, at (a) 58.4 mm, (£>) 89.4 mm, and (c) 151.4 mm. The 
radial distance is nondimensionalized with respect to the transducer 
radius. 

preferred frequency of operation. In contrast, in the present 
experiments the transducer was excited by a tone burst or wave 
packet of adjustable frequency and amplitude. The length of 
the tone burst is limited to less than the time of arrival of the 
first echo reflected by boundaries in the system and the rep
etition rate or the time between successive bursts is adjusted 
to be longer than the time required for all extraneous rever
berations to die away. A burst duration of 10-20 full waves 
at a repetition rate of about 1 kHz was found to be satisfactory. 
To avoid nonlinear effects, the amplitude of the emitted signals 
were kept low. In these experiments, the maximum pressure 
excursion measured was of the order of 0.15 kPa (Atkinson, 
1991), and the typical value was somewhat less than this. At 
these pressure amplitudes, cavitation, which could corrupt the 
measurements, does not occur. 

5 Experimental Results 

5.1 Acoustic Field in Degassed Water. It has previously 
been shown that commercial flat transducers create acoustic 
fields that are very close to those predicted theoretically (Adach 
and Chivers, 1990). Prior to making measurements for the 
purpose of characterizing the ultrasonic properties of concen
trated solid-liquid mixtures, the acoustic field in degassed water 
was measured as a verification of satisfactory operation of the 
ultrasonic transducer. This was done in terms of an axial and 
three radial traverses. The location of the natural focus of a 
transducer is a near linear function of the reduced transducer 
radius. The axial distribution for the 9.5 mm radius, 1 MHz 
transducer has a measured natural focus at 58.4 mm as shown 
in Fig. 4 while the corresponding calculated value is 52 mm. 
This discrepancy is probably the consequence of the uncer
tainty in the effective radius of the active piezo-electric ceramic 
element, which can also be the source of the minor and typical 
error in the axial intensity decay. The radial profiles in intensity 
were measured at 58.4, 89.4, and 151.4 mm. These are shown 
in normalized form in Fig. 5, and they agree relatively well 
with the result of the Rayleigh integral particularly at the greater 
axial distance. The measurements show qualitative agreement 
with the off-peak oscillations in predicted intensity. Based on 
the measurements shown and many others it is found that the 
measured fields consistently show good predictability in the 
far field and a lesser agreement in the Fresnel region. 
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Fig. 6 Radial intensity profiles for a 9.5 mm transducer, operating at 
0.30 MHz in a packed bed of 1.0 mm glass beads in water (kr~0.55), at 
(a) 50 mm, (b) 75 mm, and (c) 100 mm. The radial distance is nondimen-
sionalized with respect to the transducer radius. 
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Fig. 7 Phase speed of sound in a packed bed of 1.0 mm glass beads 
in water as a function of kr, showing a minor monotonic decrease at 
higher frequencies 
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5.2 Acoustic Field in Packed Beds. The properties of 
packed beds were characterized by means of similar acoustic 
field measurements for various fixed dimensions of the test 
cell. The active transducer was positioned directly against the 
acoustically transparent window of the container that held the 
packed mixture of 1.0 mm nominal diameter glass beads in 
water (the actual average diameter of the beads was 1.034 mm, 
with a standard deviation of 0.100 mm). Radial beam traverses 
were made for each axial separation between the transmitter 
and receiver (50, 75, and 100 mm), and are shown in Fig. 6 
for a frequency of 0.30 MHz. To calculate the amplitude of 
the corresponding non-attenuating acoustic fields (i.e., the 
acoustic field due solely to geometric effects) for the purpose 
of comparison, the medium sonic velocity is required. To this 
end, the acoustic phase velocity was measured for the packed 
bed as a function of frequency. 

5.3 Phase Velocity in Packed Beds of Glass Beads and 
Water. The phase velocity was derived from time of flight 
measurements between the two stations. The method was first 
used with water alone to verify the accuracy of the technique. 
The pure water data showed good agreement with accepted 
data in the literature (Del Grosso and Mader, 1972). In the 
packed bed of glass spheres and water, the phase speed shown 
in Fig. 7 displays a gentle, monotonic decrease as a function 
of frequency, with no evidence of scale effects when kr becomes 
of order one or greater. The sound speed undergoes a total 
change of four percent over the frequency range studied, which 
is not considered significant as it is of the order of the error 
in the measurement. The monotonic nature of this change does 
not support the truncated theoretical representation of the 
"multiple scattering" model (Anson and Chivers, 1989) which 
shows great fluctuations of sonic velocity with kr. Further, it 
is interesting to note that only one wave speed was detected 
in these settled bed experiments. Plona (1982) has shown that 
porous media of finite solids stiffness may display three types 
of wave, a slow compressional, a shear and a fast compres-
sional wave in order of ascending speed. The present results 
show a complete absence of the fast compressional wave which 
could either be the result of the method of emission favoring 
only one wave mode, or that the stiffness of the solids matrix 
is minimal in these experiments. As is shown below in the 
fluidized bed experiments, the absence in detectable difference 
between the sound speed in the settled and incipiently fluidized 
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Fig. 8 Radial Intensity profiles for a 9.5 mm transducer, operating at 
0.80 MHz in a packed bed of 1.0 mm glass beads in water (kr = 1.5), at 
(a) 25 mm, (b) 50 mm, and (c) 75 mm. The agreement of the experimental 
data with the Rayleigh theory persists for higher values of kr. 

states leads the authors to believe that the settled beds are 
effectively cohesionless. 

5.4 Comparison With Rayleigh Theory. The acoustic 
field in a nonattenuating medium can be fully represented by 
the wave speed and the transducer geometry alone. The radial 
beam profiles corresponding to the above packed bed condi
tions were computed and are shown together with the data in 
Fig. 6. In this figure, both the calculated and measured curves 
are normalized with their respective peak values. Although the 
dimensional magnitudes of these maxima differ, the geomet
rical similarity between the theoretical curves and the data is 
striking, particularly near the axis, and the Rayleigh theory is 
well able to represent beam width. It is hypothesized that the 
decay of beam amplitude, which the unattenuated theory fails 
to capture, may be described by the attenuated version of the 
Rayleigh integral (Eq. (1)). Using this representation, numer
ical values of the attenuation parameter, a, could then be 
derived from measurements. It should be noted that the far 
field intensity decays due to both geometrical spreading and 
due to the presence of solids. Typically the inverse square 
geometrical attenuation effect has not been taken into account 
in previous investigations (Machado et al., 1983) which leads 
to an overestimation of the attenuation due to scattering. The 
purpose of the present measurements is to extend the inves
tigation of the effect of wavelength down to kr~\, and to 
include the effect of solids concentration (discussed in Section 
6.2) on the attenuation in mixtures. To address the former, 
further traverses f o r / = 0.8 MHz {kr = 1.5) were obtained. 
These are shown in Fig. 8, with the corresponding unattenuated 
Rayleigh results based on the measured mixture phase speed. 
The agreement persists even for high values of kr. It appears, 
therefore, that for this specific application, an equivalent single 
phase characterization of the two component mixture is ap
propriate. Such a representation is adopted here and is utilized 
to represent all measured mixture attenuation values in this 
study. 

5.5 Attenuation in Packed Beds. Since the attenuation in 
pure water is found to be negligible compared to the atten
uation in the the packed mixture, it is convenient to present 
the attenuation, a, relative to degassed water measurements. 
In quantifying attenuation, the following factors were rec
ognized to affect the amplitude of the received signal: 

(a) the frequency response H{ui) of the transmitter-re
ceiver combination, 

(b) the position of the measuring location relative to the 
natural focus, and 

(c) the signal loss due to the presence of solids. 
The received axial signal amplitude ( Fwater) through degassed 

water at a fixed separation, L, between transmitter and receiver 
can therefore be presented as 

^water = K t r a m f f ( t t ) (R J U — dA , (4) 

while the corresponding amplitude received through the mix
ture is 

e - / ( o i / c m i x t ) L "> 

Vm Ftrans//(co)e-^(R 
2TTL 

dA (5) 

This relation is subject to the same condition L » a seen with 
Eq. (3). Dividing (5) by (4), an expression emerges for the 
attenuation parameter: 

Oi~- [In Kwater" ln Fmixt] + ln 
cos(a)/cmixt)l-

cos(a>/cwater)L 
(6) 

0 -2.5 -2.0 -1.5 -1.0 - .5 0 .5 1.0 1.5 2.0 2.5 3.0 

Fig. 8(c) 

This form was used to evaluate a from experiments performed 
in the constant dimension test section for L = 50, 75, and 100 
mm. The trigonometric correction factor in Eq. (6) accounts 
for the relative axial position of the receiver with respect to 
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Fig. 10 Dimensionless representation of the attenuation data of Fig. 
9, showing (at) as a function of the reduced frequency {ki). At low fre
quencies, the attenuation appears to depend linearly on frequency, while 
the change in slope indicates a quadratic dependence on frequency for 
kr> 0.75. 

the natural focus, and it is named the geometrical factor. At 
the axial distances considered, namely L = 50, 75 and 100 
mm, the magnitude of this factor is small with a maximum 
deviation of the order of 20 percent. However, all measure
ments were adjusted to take this correction into account. The 
experiments consist of measuring the received signal for a full 
range of excitation frequencies. Typical unreduced data for 
these tests are shown in Fig. 9 for both water and settled beds. 
The degassed water curve contains the combined transmitter-
receiver frequency characteristics with a maximum at 0.9 MHz, 
which is consistent with the nominal transmitter natural fre
quency of 1 MHz, and the high receiver natural frequency. 
The mixture signal amplitudes show little deviation from the 
water values at low frequencies, but they typically begin to 
deviate from the water curve at a frequency of approximately 
0.4 MHz (kr = 0.75). These resulting attenuation parameter 
values are presented in Fig. 10 in dimensionless form (or) as 
a function of the reduced frequency kr. The log-log presen
tation of the data exhibits two distinct regions. At low fre-
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Fig. 11 Sound speed in a fluidized bed of 1.0 mm glass beads in water 
as a function of solids fraction. The theoretical curve is the prediction 
using the phenomenological model of Urick (1947), outlined in the Ap
pendix. The experimental sound speed (for kr ~ 1), in contrast, shows 
no minimum at intermediate concentrations. Symbols represent differ
ent runs for the same experimental conditions. 

quencies, the attenuation parameter appears to depend 
approximately linearly on frequency, while the change in slope 
indicates an apparently quadratic dependence on frequency 
for kr>0.75. Further tests were carried out to verify these 
findings and to characterize the effect of solids fraction using 
a similar apparatus with the additional ability of fluidizing the 
mixture. 

6 Fluidized Bed Acoustic Experiments 
In order to obtain attenuation and wave speed behavior of 

acoustic propagation in systems of varying concentration, ex
periments were conducted in a fluidized bed. Here the con
centration of the solid-liquid mixture could be varied by 
adjusting the upwards velocity of liquid through a bed of 
particles initially suspended on a porous plate. An ultrasonic 
transducer transmitter-receiver pair was mounted horizontally 
on the vertically aligned 100 mm tube. Liquid-solid fluidized 
beds are kinematically quite stable with small local fluctuations 
of solids fraction, due to the discrete nature of solid-liquid 
systems (Foscolo and Gibilaro, 1985). Although such fluctua
tions are present, the period of oscillation of the acoustic wave 
propagation used (T = 1/co = 1/2T/) is very much smaller 
than the characteristic time scale of acceleration of the indi
vidual particles (Tp = Sp/lSjXf, so that the particles may be 
considered to be frozen in space, particularly for tone bursts 
of short duration. In these experiments l.O mm glass beads 
were fluidized in water, and the typical frequencies of the sound 
used were in the range 100 kHz to 1.0 MHz (kr = 0.2 ~ 2). 

6.1 Sound Speed Variation With Concentration. The 
variation of the speed of sound with solids fraction is shown 
in Fig. 11. It has the anticipated behavior at the two extremes 
of concentration: at very low concentrations, the sound speed 
is roughly that in water, it increases monotonically as a function 
of concentration and at the maximum packing limit, the sound 
speed is the same as that in the packed bed case. Note that 
there is some scatter in the data in the solids fraction range 
37-52 percent, which coincides with small but visible kinematic 
waves in the bed. Despite this, the sound speed increases mon
otonically with solids fraction. For comparison, the phenom
enological model of Urick (1947) (described in the Appendix) 
that is based on the effective bulk modulus and density of the 
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Fig. 12 Attenuation parameter, a [m~1], as a function of solids con
centration for sound transmission in a fluidized bed. This plot shows 
that there is a maximum in attenuation at a solids concentration of about 
30 percent, which is more pronounced at the higher frequencies. 

mixture is also shown in this figure. In contrast to the exper
imental results, the theory predicts that the sound speed has 
a minimum at intermediate concentrations of the order of 20 
percent by volume. It should be noted, however, that the non
monotonic theory corresponds to the long wavelength limit, 
namely kr-~0, while the experimental results are for kr~\. 
The theory developed by Atkinson and Kytomaa (1992) shows 
that this discrepancy is the result of an interplay between vis
cous and inertial effects. The Urick model holds for very low 
frequencies where viscosity is important, while the dependence 
becomes monotonic at a sufficiently high frequency where 
inertia dominates. 

6.2 Variation of Attenuation With Concentration. The 
variation to a with respect of frequency, described in Section 
5.5, showed a monotonic increase and two distinct regions of 
dependence. At low frequencies, kr < 0.75, the attenuation 
grows approximately linearly with frequency, while the rela
tionship apparently becomes quadratic for kr > 0.75. As an 
extension of this, the dependence of the attenuation parameter 
on frequency was evaluated for various values of the solids 
fraction. The picture that emerges is complex and to help its 
interpretation, the attenuation parameter is plotted as a func
tion of concentration with frequency as a parameter in Fig. 
12 from which the following traits can be distinguished. At 
low concentrations (< 20 percent) the attenuation increases 
with both frequency and concentration such that the slope of 
attenuation versus v increases with the frequency. Indeed, by 
linear superposition of losses due to individual scatterers, one 
would expect that the increase would be monotonic with con
centration. In practice this signifies that penetration becomes 
poor with higher solids loading, particularly at higher fre
quencies. This has long been known, for example, as the reason 
why commerically available ultrasonic Doppler velocimeters 
fail at higher solids contents. As the concentration is increased 
above 20 percent while maintaining a constant frequency, the 
attenuation behaves in a dramatic fashion by first leveling off 
and then decreasing at higher concentrations, resulting in better 
penetration at higher solids fractions. This phenomenon is 
particularly marked at high frequencies of operation. For ex
ample, at an operating frequency of 0.8 MHz (kr = 1.5), the 
attenuation in 62 percent solids (1 mm) is the same as in a 
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Fig. 13 Dimensionless representation of the attenuation at a solids 
fraction of 30 percent, showing (at) as a function of the reduced fre
quency (kr) for a glass-water system. The straight line is the theory for 
the inertial regime (Atkinson and Kytomaa, 1992). Above kr ~ 0.1 the 
present results (o) show an elevated attenuation due to geometrical 
scattering, while below R e - 1 , which corresponds kr~ 3 x 10"3,viscous 
effects become important and actually decrease the attenuation. 

mixture with 6 percent solids, while the peak attenuation coef
ficient a assumes twice the 62 percent value at a concentration 
of 25 percent. For the present system of 1 mm glass beads and 
water, the nonmonotonic character of the attenuation param
eter is most prominent at frequencies above 0.4 MHz (kr = 
0.75). This behavior has previously been observed by Urick 
(1947, 1948) and Hampton (1967) in their experiments with 
kaolinite suspensions (mean diameter of 2.26 and 0.83 /̂ m, 
respectively, according to Gibson and Toksoz, 1989), and their 
data are included in Fig. 13 for comparison. It can be noted 
that the attenuation in these colloidal suspensions is high rel
ative to the present results for the same range of frequencies. 
But when these attenuation data are rendered dimensionless 
with particle radius (ar), they are indeed found to scale with 
reduced frequency (kr) to a constant power. The two fre
quency related independent dimensionless variables are the 
reduced frequency (kr) and the oscillatory Reynolds number 
(Re = r-^u/2v). Physically the parameter kr represents the ratio 
of the particle size to the acoustic wavelength. If kr « 1 , 
sound travels in the "long wave" regime, while if the opposite 
is true, sound will refract and geometrical scattering will be 
important. The Reynolds number based on frequency of ex
citation is the ratio of the particle radius to the Stokes viscous 
boundary layer thickness. Re = r/5, where 5 = ••Jlv/w. If Re 
» 1, the boundary layer is very thin and the dynamics are 
essentially governed by inviscid interactions. Conversely, if Re 
« 1, viscous interactions dominate. As viscosity is the source 
of attenuation, it can also be presented in terms of the Reynolds 
number (Re = V (rc/2v)kr). Thus for a given system, if the 
attenuation scales with the nth power of kr, it will scale with 
the 2nth power of Reynolds number. 

7 The Design of Ultrasonic Instrumentation and Lim
itations of the Technique 

It is clear from the results of the attenuation at high con
centration presented above that it is possible to design an 
instrument to interrogate such mixtures. The parameters that 
must be taken into consideration in the design of an ultrasonic 
instrument are 

(i) the solids fraction, v, in the mixture 
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(ii) the particle size, or more particularly the parameter, 
kr, 

(iii) the particle properties (density and compressibility), 
(iv) the fluid properties (density, compressibility and vis

cosity), and 
(v) the physical dimensions of the system to be interro

gated. 

The sound speed, c, in a particular solid-liquid mixture is 
determined by the solid and liquid densities and compressi
bilities, as well as the solids fraction, v. The sound speed fixes 
the wavelength of the transmitted sound which in turn, with 
the dimensions of the transmitting transducer, determines the 
shape and size of the beam used for the ultrasonic measure
ment. The depth of penetration of the ultrasound is dictated 
by the attenuation, which varies with the frequency of sound 
and the dispersed phase concentration, as well as the fluid 
viscosity (an effect not considered here). 

We have shown that the solids fraction of the mixture does 
not represent a significant limitation to the use of ultrasound 
as a diagnostic technique (particularly as the attenuation at 
maximum packing is far from its maximum value, which has 
been shown to occur at around !/~30 percent), while the fre
quency of operation may well be a limiting factor, due to the 
quadratic increase in attenuation with frequency for kr>0J5. 
The most significant limiting consideration in the use of ul
trasound for the nonintrusive measurement of highly concen
trated suspensions lies in the tradeoff between the spatial 
resolution of the transmitting transducer and the depth of 
penetration of the signal, L. Lateral spatial resolution depends 
on the beam width at the measuring location. This scales with 
ka. On the other hand the axial resolution is controlled by 
wavelength. Good spatial resolution implies a relatively short 
wavelength, or alternatively a large value of ka (and hence kr). 
This, in turn, implies high attenuation and a relatively short 
depth of penetration, L. It should be noted that as the shape 
of the ultrasonic beam does have an impact on the lateral 
resolution of the system good spatial resolution may be com
promised when the size of the natural focal region of typical 
piston transducers is too large. One manner in which this 
problem can be circumvented is in the use of focussed trans
ducers. The addition of an external focussing lens on a piston 
transducer has the effect of reducing the extent of the focal 
region and increasing the maximum intensity at the focus. 

For the system and the range of parameters studied, an 
expression was derived (Atkinson and Kytomaa, 1992) to rep
resent the attenuation parameter a for values of kr<\, and 
in the thin Stokes layer limit: 

• ,(l-v) 

lim a = - jxm 
«/ 

(\-v)(D-p"p) 

(7) 

Arsi 2 [D(\-v) + C(v)Pyu-{C(v) + {\-v)pY 

where 
D = ps/pf 
p = 1 + K-D-l) 

p* = D-v(D-X) 
and (y) is the added mass coefficient. 
(v) = 1 + 3.2)-

This leads to the result that the attenuation is proportional to 
ft1/2co1/2, which is consistent with the Biot theory. For a system 
of two specific materials of given densities and bulk moduli, 
it is convenient to present the attenuation data in terms of the 
quantity ar/\ffm. In this manner the attenuation at different 
frequencies and particle sizes can be directly compared, and 
should only be a function of solids fraction. Our present results 
for 0.5 mm radius glass spheres and a frequency range of 0.1-
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Fig. 14 Modified attenuation (= ar l\fjla) as a function of solids fraction. 
Three data sets are shown. From the top, the present attenuation meas
urements for kr = 0.9-0.5, the continuous curve is the theoretical 
prediction for the inertial regime, and below it are the transitional Reyn
olds number data due to Urick (1948) (Re = 0.89) and Hampton (1967) 
(Re = 0.56). 

1 MHz are presented in Fig. 14 with other data due to Urick 
(1948) (0.5 fim radius, 1 MHz), Hampton (1967) (1 /*m radius, 
100 KHz) which together represent a broad range of frequency 
and particle size. This figure also shows the theoretical curve 
for the inertial regime. The comparison reveals significant and 
informative differences. The present attenuation data are much 
larger than the theoretical curve as a consequence of the high 
value of ka (0.5-1.5) which introduces appreciable geometrical 
and multiple scattering effects which are not addressed here. 

In addition, the small particle data correspond to low values 
of Reynolds number as defined in section 6.2, namely 0.56 
and 0.89 for Hampton and Urick, respectively. These values 
correspond to the transitional regime between viscous and in
ertial domination, while the model is only valid in the inertial 
regime which is characterized by very high Reynolds numbers. 
In the viscous regime, viscosity effects are seen to appreciably 
reduce the attenuation. This is further discussed by Atkinson 
and Kytomaa (1992). 

8 The Ultrasonic Doppler Velocimeter 
Based on the results obtained in the packed bed and fluidized 

bed experiments, it was clear that an ultrasonic transducer 
operating at or near kr = 1 could provide information on a 
flowing mixture of 1.0 mm particles in a 100 mm tube at 
concentrations up to the maximum packing fraction, where 
the attenuation factor, e " a L -0 .10 . To confirm this supposi
tion, the prototypical ultrasonic Doppler velocimeter shown 
schematically in Fig. 15 was constructed and tested. The device 
operates in the following manner; an unfocussed broadband 
transducer (Massa corp. Model TR-1283E), inclined at an angle 
to the vertically flowing solid-liquid mixture, insonifies the 
mixture in a tone-burst at a frequency in the range 200-500 
KHz(0.5 < kr < 1.0). The waveform is created with a Wavetek 
(Model 166) waveform generator which is fed to an RF power 
amplifier (Amplifier Research AR15). A receiving transducer 
(Massa corp. Model TR-1283E) is connected to an ultrasonic 
amplifier (Panametrics 5052PR). The natural focus of this 
transducer is aligned with that of the transmitter, and it detects 
a signal that is shifted in frequency due to the velocity of the 
scattering particles with respect to the incident ultrasound. The 
frequency shift, fd, is given by 

/</ = 
2fiVpcos(dT+6R) 

Ceff 
(8) 
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Fig. 15 Schematic of prototype ultrasonic Doppler veiocimeter. The 
scattered signal is measured at an angle to the incident beam and it is 
demodulated electronically with a double balance mixer to determine 
the Doppler shift. 
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Fig. 16 Typical spectra of the demodulated scattered signal showing 
distinct peaks corresponding to the Doppler shift caused by particles 
sedimenting at concentrations up to 50 percent by volume 

where vp is the velocity of the scatterers, ce!! is the sound speed 
in the mixture and 6nR) is the angle the incident (reflected) 
ultrasonic beam makes with the direction of motion of the 
particles. 

The Doppler shifted frequency is obtained by demodulating 
the received signal with the driving signal using a double bal
ance mixer (Mini-Circuits SBL-3). This yields a signal that has 
components at the sum and the difference of the frequencies 
of the two waveforms. The frequency difference is propor
tional to the speed of the scatterers. To measure it, the high 
frequency component is filtered out with a low pass filter 
(Krohn-Hite 3320). The remaining low frequency signal (in 
these experiments in the range 0 to 1000 Hz) was first digitized 
with a data acquisition system (Masscomp 5450) and its spec
trum was analyzed by determining its Fast Fourier Transform. 
The device was tested by measuring the settling velocity of 1 
mm glass beads at a range of concentrations in a 100 mm 
diameter vertical column; the frequency spectra of the velocity 

visual observation 

doppler frequency shift 

2.0 2.2 2.4 2.6 2.8 3.0 3.2 3.4 3.6 3.8 4.0 4.2 

initial fluidizing velocity ~-

Fig. 17 Comparison of particle velocities measured visually and using 
the ultrasonic Doppler technique. The data show some scatter due to 
error in the visual technique and the short duration of the tone bursts 
that were used in the ultrasonic method. Longer time records would 
introduce averaging, and the statistics of velocity fluctuations could 
also be derived from these. 

corresponding to settling at two different initial volume frac
tions, namely v0 = 0.45 and v0 = 0.50, are shown in Fig. 16. 
The particle settling speed was independently verified by visual 
measurement of the downward velocity of the mixture-water 
interface, which for a monodispersion settles at the same speed 
as the particles. A comparison between the measured settling 
velocities and the visually observed values corresponding to a 
range of initial concentrations is shown in Fig. 17. This graph 
shows that the settling velocity, as deduced from the Doppler 
shifted frequency, is a good measure of the actual velocity. 

By carefully choosing the frequency of excitation according 
to particle size, it is demonstrated that the internal speed of 
very high solids fractions can be measured, and furthermore, 
an algorithm is presented to help choose this frequency. This 
surpasses commercial units which are openly advertised to be 
unable to operate at solids fractions greater than 20 percent. 
The present work provides an ultrasonic method that replaces 
the otherwise ubiquitous Laser Doppler Velocimetry, that is 
rendered ineffective in opaque mixtures as the ones considered 
here. 

9 JFE Data Bank Contribution 
Data obtained in this effort have been deposited to the JFE 

Data Bank. 
The reader can find data corresponding to Figs. 11 and 12 

in the files named soundnu.m and attnu.m. In addition to the 
Atkinson and Kytomaa data, these also contain the data due 
to Urick (1948) and Hampton (1967). The files are in the form 
of ASCII readable MATLAB programs which can be run to 
give the indicated plots. 

To access the file for this paper, see instructions on p. 794 
of this issue. 

10 Conclusions 
The propagation of ultrasound in solid-liquid mixtures was 

investigated experimentally for a range of frequencies at con
centrations spanning the range from infinite dilution to max
imum packing. The measured attenuation has been shown to 
depend approximately linearly on kr for 0.1 < kr < 0.75 and 
quadratically for kr > 0.75. As a consequence, because the 
attenuation coefficient, a, becomes prohibitively large for kr 
> 1, it is appropriate to operate at kr < 1 for most appli
cations. This ensures an optimum wavelength, \ — 2irr, for the 
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operation of acoustic instrumentation. In contrast, the atten
uation at a fixed frequency for kr < 0.75 displayed a maximum 
at a solids fraction of about 30 percent for 1 mm silica beads 
in water, with the attenuation at very high concentrations con
siderably less than the maximum. The attenuation results are 
qualitatively consistent with the data of Urick (1947) and 
Hampton (1967), although their measurements were conducted 
at much lower Reynolds number (=^1) which corresponds to 
the transitional regime. Furthermore, the experiments con
ducted with silica beads in water reflect the range of kr and 
the materials encountered in sediment transport, slurry han
dling and many other mining and engineering applications. 
The intensity field produced by a circular disc transducer in a 
two phase medium at kr— 1 shows excellent agreement with 
the Rayleigh integral with the substitution of a modified wave-
number and attenuation parameter, which allows for the pre
diction of the transducer beam geometry even in dense two-
component mixtures for a wide range of frequencies and solids 
fractions. This agreement is best in the transducer far field, 
although the near field was also well captured and character
ized. Errors in the measurement of acoustic attenuation in 
these experiments are typically related to the reproducibility 
of experiments; that is to say that experimental uncertainty is 
dominated by variations between successive experiments. In 
these experiments, the variation in a was of the order of 5-10 
percent. 

The limitations of the use of ultrasound for nonintrusive 
diagnostics were discussed, and based on the resulting guide
lines, an ultrasonic instrument was built to measure the velocity 
of moving particles at or near maximum packing. The prelim
inary results from this Doppler velocimeter show good agree
ment with observations of the settling velocity of 1.0 mm glass 
spheres at high concentrations. 
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A P P E N D I X 
The velocity of sound in a two phase mixture is very ac

curately approximated by the phenomenological theory that 
models the medium as an effective single phase medium in 
which the speed of sound is given by 

1_ 
^(single phase) — / • 

\PK. 
The simplest approach is to model the medium with an effective 
density, peff, and compressibility, Keff> (Urick, 1947) where 

Peff=VPs+0->')Pf 

Ke{t=VKs+(l-v)Kf 

and to calculate the sound speed as 

1 
C e f f = , = • 

VPeffKeff 

This relatively simple approximation is valid in the limit that 
£/•—0, but the experimental results deviate somewhat from this 
for higher kr (see Fig. 11). 
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Correcting for Response Lag in 
Unsteady Pressure Measurements 
in Water 
There is not much information available on the use of diaphragm-type pressure 
transducers for the measurement of unsteady pressures in liquids. A procedure for 
measuring the dynamic response of a pressure transducer in such applications and 
correcting for its inadequate response is discussed in this report. An example of the 
successful use of this method to determine unsteady surf ace pressures on a pitching 
airfoil in a water channel is presented. 

Introduction 
Diaphragm-type pressure transducers are most often used 

for pressure measurements in fluid flow research. The authors 
are currently involved in the measurement of the instantaneous 
surface pressure in the unsteady flow over an airfoil pitching 
at a constant angular velocity. These experiments are being 
conducted in a water channel. In this setup, the pressure trans
ducer communicates with a surface pressure tap via a scanning 
valve and a short length of tubing. It is therefore important 
to know the dynamic response characteristics of this meas
urement system, and correct, if necessary for any inadequate 
response. It is possible, in principle, to obtain the dynamic 
response characteristics of this pressure measurement system 
by treating it as an unsteady fluid mechanical system. In prac
tice, however, it is difficult to do so due to the lack of sufficient 
information on the characteristics of flow through the various 
components of this system. 

An easier alternative to the above approach is to assume 
that the entire pressure-measurement system can be approxi
mated by a linear dynamical system of appropriate order. It 
is well known that such systems are fully described by a set of 
parameters known as the "system parameters." Hence, the 
response of the system to any input can be determined if the 
system parameters are known. Conversely, the system param
eters can be evaluated from a calibration experiment in which 
the system output corresponding to a known input is measured. 
One can then use these parameters to estimate the input (i.e., 
the true pressure) from the measured output (i.e., the indicated 
pressure) in any subsequent application. 

The success of the above approach depends on how well the 
pressure measurement system approximates to a hypothetical 
linear dynamical system. It has been shown that a simple pres
sure measuring system such as the present one can be closely 
approximated by a second-order (mass-spring damper) dy
namical system (Batill and Nebres, 1991). One can, therefore, 
determine the system parameters by giving the system a known 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
October 23,1992; revised manuscript received January 19, 1993. Associate Tech
nical Editor: D. P. Telionis. 

input and comparing the transducer's response to the calcu
lated response of a second-order system. The known input is 
usually either a periodic function or an impulse function. For 
measurements in air, in which the frequencies of interest lie 
in the audio range, it is easy to input a sinusoidal pressure 
fluctuation of known amplitude to the transducer over a range 
of frequencies, by using a small loudspeaker (Batill and Nebres, 
1991). This procedure, however, is not suitable for pressure 
measurements in water, since the frequencies of interest are 
usually well below the audio range. On the other hand, the 
step-input approach can be used to determine the system pa
rameters in this case. Such a procedure was used in the present 
experiments. Since there do not appear to be any earlier reports 
of similar dynamic response studies of pressure transducers in 
liquid flows, this short paper which outlines the present pro
cedure and results should be of interest to researchers in this 
area. 

Theoretical Framework 
Let a tube of length Land cross-sectional area A be assumed 

to simulate the pressure tubing between the point of pressure 
measurement and the pressure transducer port. Under dynamic 
conditions, the instantaneous pressure P, sensed by the trans
ducer will differ from the instantaneous pressure at the meas
urement point Ps, due to the inertia of the fluid contained in 
the tube and the pressure loss APL in the system due to friction 
and other reasons. If this loss is assumed to be proportional 
to the average velocity of fluid in the tube (say, APL = CV), 
which is reasonable for laminar flow, one arrives at the fol
lowing equations: 

dV 
dt 

•P,)-CV]A. (1) 

If Ad is the area of cross-section of the transducer and St the 
displacement of the diaphragm (assumed to be proportional 
to P,), we have, from continuity, 

dS, 
AV=Ad-^. (2) 
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From Eqs. (1) and (2), one gets the system response equation 
in the form 

d2P, _ dP, 

dt2 dt 
(3) 

where, again, Ss is the steady-state displacement of the dia
phragm assumed to be proportional to the pressure Ps. The 
constants C\ and C2 depend on the geometry of the tubing and 
the fluid properties. 

In practice, the tubing may consist of multiple lengths of 
different diameters and the pressure loss may include losses 
due to sudden contraction, sudden expansions and bends in 
the tubing. We assume that even in that case, the system re
sponse can still be described by Eq. (3). It is, however, very 
difficult to estimate the values of these constants from the 
tubing geometry and fluid properties. 

Equation (3) is of the same form as the standard response 
equation for a second-order linear dynamical system, namely, 
the spring-mass-damper system 

F(t) 
~7-2+2Ccu„— + u„y-- = Unys (4) 

where the forcing function F(t) on the right-hand side has 
been expressed in terms of the steady-state spring displacement 
ys. For details, the reader may refer to Beckwith and Buck 
(1973). The parameters w„ and Cc, usually known as the natural 
frequency and the damping constant of the dynamical system, 
can be obtained from an actual measurement of the system 
response to a known forcing function. Comparison of Eqs. 
(3) and (4) suggests that the pressure measurement system can 
be characterized by a natural frequency o>„ = C\n and a damp
ing constant Cc = C1/(2w„), which can be regarded as the system 
parameters. 

To determine the system parameters, consider the transient 
response of the system to a step input function described by: 

Ps = 0 t<0 

PS = P„ t>0. 
(5) 

The solution of Eq. (3) in this case depends on the value of 
Cc. The ratio R„ of the indicated pressure to the true pressure 
is given by 

-<W cc 

•y/i-cl 
sin's/ 

-cos-Vi - C2wnt 

(6) 

for Cc<1.0, (under damped), and 

R 
2yJc2

c-\ 

, Cc-\jc
2

c-\ _(-cc-Vc^i)M„/ , , 
+ . c ~r 1 \i) 

2\]C2
c-\ 

for Cc> 1 (over damped). If the transient response Pt{t), can 
be measured in this case, the system parameters u>„ and Cc can 
then be obtained from Eq. (6) or (7) as appropriate. The con
stants C\ and C2 can then be obtained from 

C, = 2co„Cc (8) 

and 

C2 = u2
n (9) 

When the transducer is used in an actual experiment, the un
known true pressure Ps(t) can be recovered from the measured 
pressure P,{t) from Eq. (3) by substituting the values of C\ 

and C2. If Pt(t) is measured as a discrete time series, then the 
derivatives in Eq. (3) are estimated using an appropriate finite 
difference approximation. The experimental procedure there
fore consists of two steps. The first step is the determination 
of the system parameters. The next step is the application of 
the known characteristics to correct the actual measurements 
obtained from the airfoil. These steps are described below. 

Determination of System Parameters 
Since the system parameters depend on the configuration of 

the entire measurement system and not just the pressure trans
ducer alone, care was taken to design the test set up so that 
it closely mimicked the measurement system, including the 
pressure tubing, used in the actual airfoil experiments. The 
experiment consisted of subjecting this test system to an in
stantaneous pressure change and analyzing the result obtained 
during the transient process. A scanning valve was used in this 
test to produce the step change in pressure. This was a logical 
choice as the same scanning valve was to be used in the actual 
measurement system for switching the transducer from one 
pressure tap to the next. The scanivalve has a switching time 
of about 0.01 second, which is about two orders of magnitude 
smaller than the typical response time of the measuring system 
being studied. It is hence reasonable to assume that the scan
ivalve switches "instantaneously," for the purpose of the pres
ent experiments. 

Figure 1 is a schematic of the experimental configuration 
used to perform the step-input test. Two 500-ml plastic bottles 
were used as the pressure reservoirs to mimic the surface port 
and the reference freestream static pressure port used in the 
actual experiments. The difference in piezometric head h be
tween the two reservoirs was approximately 3/4 of the full 
scale range of the transducer being tested. The reservoirs were 
set up such that the 48-channel scanning valve could switch 
the transducer between the two reservoirs, thereby changing 
the pressure difference across the transducer instantaneously 
from 0 (channel 0) to pgh (channel 1). The operation of the 
scanning valve as well as the collection of data were performed 
by a personal computer equipped with an analog-to-digital 
converter. 

The test proceeded as follows: First, the scanning valve chan
nel was set to zero. The PC was set up to take 10 seconds of 
transducer output voltage data at a sampling rate of 200 Hz. 
Approximately two seconds after initiating the data collection 
routine, the scanning valve was switched to channel 1, sub
jecting the transducer to an almost instantaneous pressure rise. 
The data collection continued till the end of the 10 second 
period. The experiment was repeated and the final results av
eraged. 

Results 

Three different transducers were tested in these experiments. 
These were: (i) Validyne model DP45-14, (ii) Validyne model 
DP15-20, and (iii) Celesco model LCVR 0-2 cm range. Typical 
results of the experiments are shown in Figs. 2(a) and 2(b). 
In these figures the instantaneous transducer output voltage v 
is normalized using the initial and final steady-state outputs 
vt and v0, respectively, as 

v * = - ^ (10) 
(v0-vt) 

Figure 2(a) shows the response of the transducer DP45-14 
system. It exhibits a monotonic increase toward the final steady 
state and is therefore an example of an over damped system. 
On the other hand, the response of transducer DP 15-20 system, 
shown in Fig. l{b) exhibits an overshoot and is representative 
of an under damped system. A nonlinear least squares pro
gram, taken from Press et al. (1989), was used to fit the ap-
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lo Demodulator + A/D 
converter + PC 

Fig. 1 Schematic of the setup for the step-response test. The schematic 
for the airfoil pressure measurement is shown in the inset. 

Table 1 System parameters for the transducer systems 

:l 

* " * " * • • • • W i . ' 

b) 

1 

Data 
— Filled Curve 

1 

Fig. 2 Typical step response of the transducers: (a) Validyne DP 45-14, 
(b) Validyne DP15-20 

propriate theoretical solution Eq. (6) or Eq. (7) to the 
experimental data in each case. The fitted curves are also shown 
in Figs. 2(a) and 2(b), although it is not easy to distinguish 
the actual data from the fitted curve. This, in effect, confirms 
that the transducer system can indeed by closely approximated 
by a second order system. 

The values of con and Cc corresponding to the fitted curves 
for the three transducer systems are listed in Table 1. 

Application of Procedure 

The above transducer systems were used to determine surface 
pressures at 80 positions along the chord of the airfoil undergo
ing a pitch-up maneuver from 0 to 40-degree angle of incidence 
(a) in steady-flow in an open-surface water channel. This ma
neuver was completed in times ranging from 8-20 seconds. 

Transducer o>„ s~ Cc 

Validyne DP45-15 
Validyne DP 15-20 
Celesco LCVR 

5.86±0.05 
16.27±0.15 
11.54±0.10 

1.600 + 0.005 
0.701 ±0.005 
1.015±0.01 

The pressure data were acquired at 3000 equal angular intervals 
of incidence during the pitching mot ion. The resulting pressure 
versus time data (raw data) were then smoothed by averaging 
over every successive 25 da ta points and assigning the averaged 
values to the average angular position of these points. This 
procedure provided smoothed data at intervals of approxi
mately one-third of a degree, in the 0-40 degree incidence 
range. This corresponds to an effective sampling frequency of 
6 Hz at the lowest pitching rate, and 15 Hz at the highest 
pitching rate studied. These values were quite adequate to 
resolve the temporal variation of pressure with acceptable ac
curacy. Finally, these smoothed pressure versus angle (time) 
data were corrected for the measurement system response using 
Eq. (3). The derivatives in the equation were evaluated from 
the pressure-time data using finite difference approximation. 
As an example, results are shown in Figs. 3(a) and 3(b) for 
the highest pitching rate of about 5 degrees per second. 

Figure 3(a) shows smoothed pressure versus angle data from 
a pressure tap , obtained using each of the three different pres
sure transducers in separate but identical pitching realizations. 
The time information is also provided in each figure. The 
pressures are plotted in terms of the nondimensional pressure 
coefficient Cp which is defined, in the usual manner , as 

p~ i 
(ID 

wherep is the surface pressure, pa is the reference static pres
sure in the free stream, p is density, and t/„ is the freestream 
velocity. Figure 3(b) shows the results after applying the cor
rection for dynamic response. The success of the reconstruction 
procedure can be judged from a comparison of the two figures. 
The three uncorrected traces show significant variation in their 
shape and magnitude. It is seen that the corrected trace in each 
case shows a small increase in amplitude and a slight lead 
relative to the uncorrected trace. The actual corrections are 
different for the three transducers. Also, the corrections in all 
cases are small in the present application. This was not un-
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Fig. 3 Pressure versus angle/time traces from the airfoil experiment: 
(a) original transducer output, (o) after correcting for response lag. 
Experimental uncertainties: a: ±0.07 degree; time: ±0.001 s; Cp: ±6 
percent. 

expected since the pressure transducers had been carefully se
lected for these experiments and the tube lengths were kept 
small. It is also important to note that correction moves all 
the three results closer together. While the collapse is not per
fect, the variation amongst the three corrected results is of the 

same order as the experimental uncertainties. The most di
vergent of the three corrected traces is that of the DP45-14 
transducer system. This should be expected as its very slow 
response characteristics made it the least suitable arrangement 
for the pitching rate used in the experiment. 

Conclusions 
The procedure described in this report provides an effective 

way to correct' for the phase and amplitude distortion of pres
sure measurements associated with the use of a diaphragm-
type transducer in unsteady liquid flow. The procedure can be 
used in all cases where a digital data acquisition system is used 
to collect the data. It is suggested that for best results, one 
should first optimize, to the extent possible, the transducer 
and measurement configuration used for the task at hand. If 
the system selected is too sluggish, the heavily attenuated out
put data can become buried in noise, making reconstruction 
of the original signal difficult and unreliable. 
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Numerical Simulations of Three-
Dimensional Flows in a Cubic 
Cavity With an Oscillating Lid 
Numerical studies are made of three-dimensional flow of a viscous fluid in a cubical 
container. The flow is driven by the top sliding wall, which executes sinusoidal 
oscillations. Numerical solutions are acquired by solving the time-dependent, three-
dimensional incompressible Navier-Stokes equations by employing very fine meshes. 
Results are presented for wide ranges of two principal physical parameters, i.e., the 
Reynolds number, Re < 2000 and the frequency parameter of the lid oscillation, 
co' < 10.0. Comprehensive details of the flow structure are analyzed. Attention is 
focused on the three-dimensionality of the flow field. Extensive numerical flow 
visualizations have been performed. These yield sequential plots of the main flows 
as well as the secondary flow patterns. It is found that the previous two-dimensional 
computational results are adequate in describing the main flow characteristics in the 
bulk of interior when co' is reasonably high. For the cases of high-Re flows, however, 
the three-dimensional motions exhibit additional complexities especially when co' is 
low. It is asserted that, thanks to the recent development of the supercomputers, 
calculation of three-dimensional, time-dependent flow problems appears to be fea
sible at least over limited ranges of Re. 

Introduction 
Numerous studies have been made on the flow of a viscous 

fluid in a square cavity with its upper lid sliding at a constant 
speed (e.g., Tuann and Olson, 1978; Ghia et al., 1982; Schrei-
ber and Keller, 1983; Koseff and Street, 1984a-c, Freitas et 
al., 1985; Ku et al., 1987; Perng and Street, 1989; Prasad and 
Koseff, 1989; Iwatsu et al., 1989,1990). However, the problem 
of unsteady flows, induced by unsteady motion of a sliding 
wall, has received less attention in the literature. The unsteady 
motion in the infinite expanse of a viscous fluid, generated by 
an infinite flat plate undergoing sinusoidal oscillation in its 
own plane, poses a classical problem. This flow, referred to 
as the Stokes' second problem, admits a well-known analytical 
solution (Schlichting, 1979). 

The flow within a two-dimensional closed finite square cav
ity, driven by a sliding wall which executes sinusoidal oscil
lation, was first treated by Soh and Goodrich (1988). This two-
dimensional flow represents an extension of the Stokes' second 
problem to finite geometry. The primal objective of this ac
count, however, was to inquire into the capability of certain 
numerical algorithms in tackling unsteady confined flows. 
Therefore, explicit analyses of flow characteristics were not 
attempted in this report. 

Recently, comprehensive and systematically-organized nu-
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Simokiyoto, Kiyose-shi, Tokyo 204, Japan. 
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Editor: S. A. Ragab. 

merical investigations were carried out by Iwatsu et al. (1992). 
The prominent features of unsteady confined flows in a square 
cavity were illuminated by scrutinizing the numerical solutions 
to the time-dependent, two-dimensional Navier-Stokes equa
tions. The principal parameters are the Reynolds number, Re 
= U0L/v and the frequency parameter, co' = WL/UQ, where, 
UQ is the maximum speed of the sliding lid, co the frequency 
of the lid motion, U s U0 cos wt, L the depth (width) of the 
cavity, and v the kinematic viscosity of the fluid (see Fig. 1). 
The results of these two-dimensional calculations indicate that 
the flow exhibits characteristic changes as two parameters, Re 
and co', vary over wide ranges. When co' is high, the fluid 
motion is confined within the vicinity of the oscillating bound
ary wall; much of the cavity interior remains nearly stagnant. 
On the contrary, when co' is low, the motion of the top lid 
penetrates deep into the cavity interior, and the global flow 
pattern bears similarity to the conventional driven-cavity flow 
with a constant-speed moving boundary. For intermediate 
ranges of the above two extreme cases, i.e., co' ~ O(l), the 
flow characteristics vary greatly as Re is altered: at low Re, a 
primary vortex fills in the bulk of the cavity in the first half 
cycle of the lid motion and this vortex is quickly replaced by 
a counter rotating primary vortex in the latter half cycle. When 
Re is high, a multi-cell structure appears: the primary vortex 
of the first half cycle persists over the latter half cycle. The 
entire cavity region is divided into four counter rotating vor
tices of comparable sizes. 

In the present article, three-dimensional flows driven by a 
sinusoidal oscillation of the top lid within a square cubical 
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(1,0,0) X 

Fig. 1 Sketch of flow configuration and coordinates 

container will be addressed. The problem constitutes a direct 
sequel to the prior two-dimensional computations (Iwatsu et 
al., 1992). As can easily be appreciated, the present efforts 
embody a formidable undertaking of numerical experimen
tations. Both the three-dimensionality and unsteadiness present 
enormous difficulties in numerical computations and data-
processing. Perusal of the pertinent literature reveals that, to 
date, no systematic efforts have been expended on obtaining 
numerical solutions to three-dimensional, unsteady cavity 
flows. Admittedly, the progress in this field has been hampered 
by the prohibitive computing cost and inadequate computing 
capabilities. 

Even in the case of the conventional cavity flow driven by 
the top lid sliding at a constant speed, two-dimensional cal
culations were shown to be insufficient in describing the ex
perimental results for a cubical cavity (Koseff and Street, 1984a-
c; Freitas et al., 1985; Iwatsu et al., 1989, 1990). Extensive 
numerical simulations documented in these treatises disclosed 
the qualitative discrepancies between the two-dimensional and 
three-dimensional flow fields. The major elements of three-
dimensional driven cavity flows may be depicted as a primary 
circulation and secondary vortices. The existence of the end-
walls acts to retard the main flow especially at low Re. At high 
Re, i.e., Re ~ 2000, the three-dimensionality of flow is pro
nounced, and the formation of the Taylor-Gortler-like vortices 
near the bottom rigid wall is discernible (see, e.g., Kim and 
Moin, 1985). At still higher Re, i.e., Re ~ 3000, a considerable 
amount of flow unsteadiness is observed, particularly in the 
form of meridional vortices. These eminent three-dimensional 
flow characteristics cannot be captured by two-dimensional 
calculations. 

The objective of the present endeavor is to secure more 
realistic computational results of three-dimensional flows by 
solving the Navier-Stokes equations. Computation was imple
mented on a supercomputer using extremely high resolutions, 
employing as many as nearly a half million grid points. Thanks 
to the recent advancement in speed and capacity of compu
tational resources, it appears that meaningful three-dimen
sional, unsteady calculations are feasible at least over limited 
ranges of physical parameters. It is expected that the present 
numerical solutions produce a baseline to grasp the essentials 
of unsteady three-dimensional flows in a confined cavity. The 
emphasis will be placed on illustrating the salient three-di
mensional features of the flow. 

The Model 
Consider an incompressible viscous fluid of density p, inside 

a square cubical cavity of length L in three directions. The 
flow configuration and coordinates are displayed in Fig. 1. 
The velocity components are (u, v, w) in the (x, y, z) direc
tions. At t = 0, the upper lid at y = L starts sinusoidal 
oscillation in its own plane, described as U = U0 cos wt. The 
reference scales for length, time, velocity, and pressure are, 

respectively, L, L/U0, U0, pU\. The principal parameters are 
Re = U0L/v and co' = o>L/Uo (see Iwatsu et al., 1992). 

The finite difference procedure adopted here is based on the 
MAC method (Harlow and Welch, 1965), with an upwind 
modulated third-order scheme (Kawamura and Kuwahara, 
1986) applied to the nonlinear terms. The rest of the spatial 
derivatives are approximated by the second-order central dif
ferencing scheme. A nonuniform, nonstaggered mesh is 
adopted. The clustering of the grid points is accomplished by 
introducing hyperbolic tangent functions in the three directions 
(see page 176 of Iwatsu et al., 1989). 

The number of typical grid points is 81»81«81. The grids 
were stretched to cluster the grid points near the walls. Prior 
to the full-dress calculations, tentative runs were made using 
three different resolutions, i.e., grid 1 (41-41-41), grid 2 
(81-81-81), and grid 3 (101 • 101 • 101). The time increment A? 
was set at 27r/8000w' for all three runs. 

The outcome of these sensitivity tests indicated successful 
grid convergence. For instance, the values of the skin friction 
experienced by the moving top wall, Cy, were monitored to 
demonstrate grid sensitivity. Here, Cf is defined as 

Cf(t)-
1 du 

o & 
dxdz. (1) 

y=\ 

By undergoing Fourier series representations, the first har
monic of Cf(t) can be expressed as 

C / =C / cos[o) ' r -5] . (2) 

The amplitudes of the higher harmonics were extremely small, 
and Cf(t) may now be approximated, with a high degree of 
accuracy, by (2). The results of the test calculations using Re 
= 400, « ' = 1.0 yielded (Cy, 5) as (26.86, 16.20°) for grid 1, 
(31.04, 14.40°) for grid 2, and (32.34, 14.40°) for grid 3, 
respectively. Additional exemplary runs were conducted; these 
exercises convincingly point to the observations that Cj and 8 
are far less sensitive to the variations in At. The time increment 
A? was 2TT/1000CO', 2ir/8000co' and 2TT/12000CO' for the cases 
of co' = 10.0, 1.0 and 0.4, respectively. The sequence of cal
culations followed the original model development of the MAC 
method. The Poisson equation for the pressure was solved at 
the time step n. Secondly, the velocity at the next time step 
was obtained by solving the momentum equations. The con
vergence tolerance was 10~5 for L(&p)2. The exemplary sen
sitivity tests of the time increments adopted in this study 
indicated that the discrepancies in the computed velocity and 
pressure fields was less than one percent. Summarizing these 
results, it was concluded that grid 2 was sufficient to delineate 
the salient flow characteristics of the present problem. The 
typical cpu time per one case ranged from 7 to 14 hours (ap
proximately 7.73 X 10~7 sec per time step per grid point) on 
a FUJITSU VP-400 (1.3GFLOPS), depending on the set of 
physical parameters. 

Results and Discussion 

Full numerical solutions are obtained for a total of 12 cases. 
Time-marching calculations were continued from the initial 
state to the time instant which contained approximately 10 
cycles of the lid oscillation. In most cases, a quasi-periodic 
state was reached within the first 4 cycles. As can be readily 
appreciated, the volume of data generated for time-dependent, 
three-dimensional flows is exceedingly large. In view of the 
clarity of presentation and the severe limitation of space, only 
the global flow characteristics will be displayed in this paper. 

First, we shall consider the flows at low Re. The numerical 
data for Re = 100 were processed for this purpose. The nu
merically-constructed visualizations are useful to show the 
character of the main flow on the symmetry plane (z = 0.5). 
The sequential plots of (u-v) components of the velocity field 
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Fig. 2 Numerically constructed flow visualizations, showing u-v com
ponents in the symmetry plane (z = 0.5). Conditions are Re = 100, «' 
= 0.4. Times are (a) t = 0, (b) t = 778, (c) r = 774, (d) f = 37/8, where 
7 is the period of lid-oscillation 7 = 2n7u>'. The initial instant of these 
plotted data is at I = 87 + 3/47. 

are displayed for the first half cycle, 0 < t < TT/OI '. Figure 2 
[co' = 0.4] is typical of a low co', and Fig. 3 [co' = 10,0] is 
representative of a high co' flow. The effect of the frequency 
is manifest in the penetration depth. This can be defined as 

(d) 
Fig. 3 Same as in Fig. 2, except for Re = 100, </ = 10.0 

the vertical distance, measured downward from the top wall, 
over which the motion of the top wall has direct influence on 
the global flow field. When co' is low, the impact of the lid 
motion penetrates a long distance into much of the whole 
domain of the cavity. However, if co' is high, the direct influ
ence of the lid motion penetrates into only a small vertical 
length of the cavity near the top wall. As stressed by Iwatsu 
et al. (1992), if co' is high, the profiles of w-velocity versus y, 
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Fig. 4 Numerically constructed flow visuarizations, showing v-w com
ponents in the transverse plane x = 0.5. Conditions are Re = 100, a' 
= 0.4. 

when scaled by using the factor (Rec/)~1/2, bear strong qual
itative resemblance to the classical solution of the Stokes' sec
ond problem (see Figs. 2(c), 3(c), 4(c) of Iwatsu et al., 1992). 
When co' is moderate, o>' ~ O(l), a hybrid nature of the above 
two flows is evident. Thorough comparisons of the present 
three-dimensional data against the preceding two-dimensional 
computations (Iwatsu et al., 1992) establish that the major 

Fig. 5 Same as in Fig. 4, except for Re = 100, <o' 10.0 

qualitative features of the main flow (u-v components) in much 
of the three-dimensional cavity interior are consistent with the 
descriptions of two-dimensional computations. 

Next, the secondary flows, consisting of (v-w) components, 
are visualized in the .y-z transverse plane (x = 0.5). These will 
serve to illuminate the eminent features underscoring the three-
dimensional nature of realistic flow systems. Figure 4 exem
plifies the case of a low co' (to' = 0.4), and Fig. 5 for a high 
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Fig. 6 Same as in Fig. 2, except for Re = 1000, « ' = 0.4 
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Fig. 7 Same as in Fig. 2, except for Re = 1000, «' = 10.0 

a)' (w' = 10.0). When « ' is small, the presence of the secondary 
flows is discernible and this clearly illustrates appreciable three-
dimensionalities of the global flow patterns. In particular, the 
three-dimensionality is notable in the regions close to the end-
walls (z = 0 and z = 1). However, when co' is large, as shown 
in Fig. 3, the main flow itself is weak in the bulk of the interior. 
Accordingly, as demonstrated in Fig. 5, the strengths of the 
secondary flows in the interior are vanishingly small. The re

sults in Figs. 3 and 5 for low Re indicate that, when « ' is high, 
the overall flow structure may be approximated as two-di
mensional in large portions of the cavity interior. It is also 
ascertained that, as exhibited in Fig. 3, the principal structure 
of the main flow, e.g., the plots of u versus y, as well as of v 
versus y, in the bulk of the three-dimensional cavity interior 
can be depicted reasonably well by two-dimensional calcula
tions (see Iwatsu et al., 1992). 
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Fig. 8 Same as in Fig. 4, except for Re = 1000, u ' = 0 . 4 

In the next stage, situations of high Re are considered. Before 
proceeding to examine the flow details, it is worth mentioning 
the time-dependence of the global flow at high Re. As ex
amples, the velocity profiles at a high Reynolds number, e.g., 
Re = 2000, are scrutinized. The flow demonstrates charac
teristic changes as to' encompasses a broad range. First of all, 
a completely quasi-periodic state was not realized for the case 
of low co', e.g., a)' = 0.4, in the present investigation. For 

0 . 2 

0 .0 

( a ) 

-0.2 

^ 

0 . 2 

0 . 0 / 

(») 

0 .2 

kz ŷ 

0 . 0 0 . 5 1.0 0.0 0 . 5 1.0 

Fig. 9 The transverse (z) variations of u along the line x = 0.5, y 
= 0.75. Re = 100. Times are: a, f = 0; b, t = 778; 
c, I = 7/4; d, t = 37/8; where 7 is the period of lid-oscillation 7 = 2TT/ 
u ' . The initial instant of these plotted data is at / = 177 + 3/47. (a) « ' 
= 0.4, {b)oi' = 10.0. 

this case, computation was continued from the initial state to 
the time instant which contained 20 cycles of lid-oscillation. 
The time histories of velocity components at fixed points were 
recorded and analyzed. These data exhibit that the time var
iations of velocity components are contaminated by the higher 
harmonics of the imposed basic frequency and they did not 
approach a strictly quasi-steady, regular wave profiles. How
ever, it should be added that the contributions of the higher 
harmonics to the overall velocity amplitudes were minor. Also, 
it is noted that the results of runs at « ' = 1.0 and 10.0 were 
far more cyclic. The visual information of the time histories 
confirms this assertion. These plots are similar to the figures 
presented earlier (see Fig. 9 of Iwatsu et al., 1992). 

In a manner similar to the previous discussions for low Re, 
the patterns of main flow for Re = 1000 (u-v components) 
on the symmetry plane (z = 0.5) are depicted in Fig. 6 (for 
u ' = 0.4) and in Fig. 7 (for w' = 10.0). When w' is small, 
the main flow is vigorous and it fills in much of the cavity 
interior, as illustrated in Fig. 6. On the contrary, when u' is 
large, substantial fluid motions are confined to narrow regions 
adjacent to the moving boundary wall. This is suggestive of 
the fact that the main flow in the bulk of the interior is ap
proximately one-dimensional at high u'. The above charac
terizations of the main flow in the symmetry plane are 
qualitatively similar to the results of two-dimensional calcu
lations. The u-y plots and v-x plots in the plane of z = 0.5 
are in broad qualitative consistency with Figs. 2-7 of Iwatsu 
et al. (1992). 

However, at large Re, the general flow properties entail 
considerable three-dimensionalities, and these are best illu
minated by inspecting the secondary flows, especially at low 
o}'. The numerical flow visualizations render the plots of (li
ve) components in the plane x = 0.5. When u' is small (see 
Fig. 8 for oj' = 0.4), the existence of substantial secondary 
flows is apparent in bulk of the cavity interior. However, when 
to' is large, the secondary flows are very weak in much of the 
interior region. The v-w plots at x = 0.5 for this case are 
almost blank, and this picture is not presented here. A thin-
layer-like flow is realized when co' is very high. It should be 
remarked that the Stokes' second problem provides the (di
mensional) penetration depth (co/2p)"1/2 for a semi-infinite 
oscillating plate. The ratio of penetration depth to the cavity 
depth!,, (W/2K)~U2/L = (1/2 • oiL/U0 • U0L/u) 
- Re) 1/2 « O(l) for a high Re, high co case, e.g. 
and co' = 10.0. This argument is supportive of the realization 
of nearly one-dimensional flow in the interior core, as dem
onstrated in the present three-dimensional results. 

Exploiting the wealth of numerical data, we shall now il
lustrate the explicit transverse (z) variations of the principal 
velocity component u. Figure 9 is for a low Re. The three-
dimensionality, as denoted by the z-variations, tends to be 

-1/2 = V2(W 
Re = 1000 
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1.0 

appreciable near the endwalls when w' is small. However, in 
much of the central interior, the w-velocities are fairly uniform 
in z, implying considerable degrees of two-dimensionality. 

At high Re, the z-variations in u are profound when o>' is 
small. As seen in Fig. 10(a), prominent ^-variations of u in 
the interior are evident. When to' is large (see Fig. 10(6)), the 
w-velocities themselves tend to be rather small, and two-di
mensional approximations are largely valid in the interior. 

Conclusion 
Numerical investigations are carried out of the three-di

mensional flows within a cubic cavity driven by the top lid 
which executes harmonic oscillation. Comprehensive and de
tailed results are presented over wide ranges of physical pa
rameters, i.e., Re < 2000, w' < 10.0. It is clearly shown that 
for low Re, the overall characteristics of the main flow can be 
approximated by two-dimensional flow predictions. When Re 
is high, the flow features depend greatly on the value of « ' . 
When w' is high, the main flow in the interior core bears 
similarity to the classical analytic solution of the Stokes' prob
lem. When to' is low, three-dimensionality is pronounced and 
the secondary flows are appreciable. On balance, the present 
numerical simulations are encouraging in that straightforward 
three-dimensional flow calculations are shown to be feasible 
at least over limited parameter ranges. 
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Study of Laminar, Unsteady 
Piston-Cylinder Flows 
The present paper concerns numerical investigation of a piston-driven, axisymmetric 
flow in a pipe assembly containing a sudden expansion. The piston closes the larger 
of the two pipes. The impulsively starting intake flow is the topic of this investigation. 
Results of numerical calculations and laser-Doppler measurements are presented to 
provide an insight into the features of the flow. The calculation procedure employed 
in this study is based on a finite-volume method with staggered grids and SIMPLE-
algorithm for pressure-velocity coupling {Patankar and Spalding, 1972). The con
vection and diffusion fluxes in the Navier-Stokes equations are discretized with first 
order upwind and second order central differences, respectively. A fully implicit 
Euler scheme is used to discretize the temporal derivatives. The Navier-Stokes equa
tions were suitably transformed to allow prediction of the flow within the inlet pipe 
(fixed grid) and cylinder region (moving grid) simultaneously (once-through pro
cedure). Laser-Doppler measurements of both axial and radial velocity components 
were performed. Refractive index matching was used to eliminate the wall curvature 
effects. For each measuring point 20 cycles were measured, showing high repetition 
rates. Comparison of measured and predicted velocity profiles shows good agree
ment. 

1 Introduction 
Among the different classes of time dependent flows, the 

periodic or reciprocating flow, originating through the action 
of a moving piston, has in the past received particular attention. 
However, most of the studies have concentrated on turbulent 
flows (e.g., Gosman and Watkins, 1977; Rast, 1979; Gosman, 
1985; Bicen et al., 1985) in geometries close to those of internal 
combustion engines. Laminar investigations have not often 
been reported. This is why the basic behavior of cycling piston 
driven flows through pipe assemblies, yielding flow separation 
and spatially moving vortices, has not always been well under
stood. Recently, two of the present authors and a collegue 
described detailed experimental results of studies of the flow 
in a pipe with sudden expansion caused by the intake stroke 
of a piston moving in the larger pipe (Durst et al., 1989). In 
those experiments the piston was suddenly started from rest 
and then moved with a constant velocity. Flow visualization 
was the major technique employed in the investigations. Var-

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
March 2, 1992; revised manuscript received February 11, 1993. Associate Tech
nical Editor: J. Humphrey. 

ious parameters were investigated, such as initial piston clear
ance, stroke length, piston velocity, etc. 

In some studies of piston-driven intake flows (e.g., Pereira, 
1986), the calculation domain was divided into two subdo-
mains, describing the inlet pipe and the in-cylinder region, 
respectively. The computations were then performed using bas
ically two different computer codes. The unsteady flow in the 
inlet tube with fixed grid was calculated first using a numerical 
procedure for fixed grids. The results of these computations 
were used to specify boundary conditions along the step plane 
of the sudden pipe expansion for the calculation of the flow 
inside the larger cylinder where the grid was moving due to 
the driving piston. An obvious disadvantage of this two-pass 
calculation procedure is the neglect of the backward influence 
of the pressure at the sudden expansion, which leads (especially 
for small initial clearances) to serious deviations from the ex
perimental results. In the present study, the flow in the whole 
region is calculated simultaneously, using one computer code 
(once-through procedure). 

The measurement technique used in this study, to obtain 
experimental data describing the time and spatially varying 
flow field in the piston-cylinder assembly, is described in the 
next section. The numerical approach is summarized in the 
following section. Finally, predictions are compared with ex
perimental data and the features of the flow are discussed. 
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Xp(t)- Cylinder (Q„) 

Fig. 1 Flow geometry with coordinate system and the two connected 
calculation domains (d„ = 45 mm, dL = 19 mm, a = 200 mm, xpo = 40 
mm, xp,m„ = 64.3 mm, Up = 11.9 mm/s) 

2 Test Section and Measurement Technique 
The piston-cylinder assembly used in the measurements is 

shown in Fig. 1. The piston position xp(t) varied between the 
initial clearance xPy0, and the maximum displacement xp,max as 
a function of time. In the present study only linear variation 
(constant piston velocity) was considered. 

In order to achieve refractive index matching to eliminate 
the wall curvature effects on near wall measurements, the pis
ton-cylinder assembly was contained in a tank with plane walls, 
filled with the same liquid as that flowing fluid inside the 
assembly. The fluid used was a mixture of dibutylphtalate and 
Diesel oil that had the same refractive index (An ± 0.001) as 
the Duran glass (n = 1.4718) used to build the test section. 

The fluid entered and left the cylinder through a centrally 
located, inlet nozzle connected to a straight inlet tube. The 
flat head piston was driven by a very precise volumetric pump. 
The piston movement was electronically controlled, which al
lowed the setting of various piston velocities, initial clearance 
volumes and total piston displacements. The mode of opera
tion, i.e., starting from rest for either an intake or an exhaust 
stroke, or continuous periodic operation with both intake and 
exhaust strokes, was also electronically controlled. 

The laser-Doppler anemometer (LDA) used in the present 
experiments was operated in the dual beam mode. It was em
ployed in its forward-scattering arrangement and was set up 
to measure the axial and radial velocity components. The beam 
from a 15 mW-He-Ne laser was split into two by a beam splitter 
prism in the integrated transmission optics. The optics included 
two Bragg cells that provided a shift frequency (fsh = 300 kHz) 
between the two beams in order to allow simultaneous meas
urements of the magnitude of the velocity components as well 
as their signs. The signals from the photomultiplier output 
were amplified and band-pass filtered to remove the low fre
quency pedestal and high frequency electronic noise. The sig
nals were then passed to a frequency-tracking demodulator for 
processing. From the tracker output, a constant DC-voltage 
corresponding to the shift frequency was subtracted to increase 
the resolution of the signal processing electronics. The resultant 
analog output yielded a "tracker output voltage" which was 
proportional to the instantaneous Doppler frequency. For fur
ther processing this voltage was digitized using a 12-bit analog-
to-digital converter producing voltage information that could 
be read directly into a minicomputer. 

The above described electronic signal processing and data 
acquisition system permitted the reliable positioning and meas
urement at a large number of spatial positions. The highly 
repetitive flow conditions assured that the entire flow field, 
varying in both time and space, could be mapped out in this 
way. For each stroke the motion of the piston was started 
suddenly. At the final position the piston was stopped and the 
measuring procedure for one test run was terminated. After 

- this, the piston was relocated and the entire intake stroke 
repeated. Details on the measurement procedure are provided 
in Pereira (1986). 

Intended was the investigation of an abruptly accelerated 
piston. Of course this could not be completely realized in the 
experiment. In fact the measured piston velocity reaches its 

0 .5 1 1.5 2 2.5 3 3.5 1 1.5 5 

t[s] 

Fig. 2 Experimentally determined piston displacement and velocity as 
functions of time 

final value in three steps, cf. Fig. 2. At t = 0 the fluid is at 
rest. Within the first phase (0 < t < 0.2 s) the piston is strongly 
accelerated and at t = 0.2 s it achieves about 80 percent of its 
final velocity. For 0.2 < t < 2.0 s the piston velocity distribution 
appears almost linear and reaches maximum at t = 2.0 s 
Finally, for times t !> 2.0 s the piston moves with constant 
velocity Up = 11.9 mm/s. 

During each measuring cycle, the measuring volume of the 
LDA-system was located at one measuring position defined by 
its x- and r-location inside the larger cylinder, where x = 0 is 
the plane of the sudden pipe expansion. Time records were 
taken during 20 measuring cycles showing very high repetition 
rates. All 20 measuring cycles were averaged yielding one final 
time trace of the velocity for the appropriate measuring point. 

Many usual sources of small errors in LDA-measurements 
were negligible, such as errors in maintaining constant flow 
conditions, turbulence-induced velocity bias or gradient broad
ening of flow quantities due to the finite size of the control 
volume. Other errors were reduced by appropriate signal con
ditioning and/or calibration. For instance, subtracting the DC 
equivalent of the shift frequency from the tracker output, and 
amplifying the resultant signal by a factor of 8, allowed a 
substantial increase in the resolution of the analog-to-digital 
conversion and, hence, yielded a good resolution of the signal 
entering the computer. Calibration of the entire signal proc
essing system with sine wave signals reduced small systematic 
errors due to voltage losses in the transfer line, so that the 
resulting uncertainty of the recorded velocity was estimated to 
be of the order of ±0.1 mm/s (0.5 percent of piston velocity). 
This emphasis on measurement accuracy was necessary due to 
very low velocities (» 1 mm/s) occurring in some regions of 
the piston induced flow. 

Errors due to averaging over the control volume area were 
minimized by using a short focal length lens, resulting in a 
small control volume (d = 110 /xm, / = 660 nm). Crank angle 
broadening, i.e., the error due to the finite length of the av
eraging window, was found to be negligible (= 1 percent) for 
window sizes less than 1 mm. The window was further reduced 
to 0.7 mm in recording the impulsive start of the piston and 
higher driving speeds. 
The employed refractive index matching was performed to 
within An = ±0.001, and was maintained over one set of 
experiments by controlling the temperature of the liquid to 
within ±0.15°C. Estimates of the position uncertainty due to 
this temperature variation were possible by performing meas
urements of wall-to-wall velocity profiles and then comparing 
the external traversing length to the cylinder diameter. Such 
comparisons agreed to within approximately 0.05 mm. 

3 The Governing Equations and Their Discretization 
The unsteady flow in the whole domain is completely de-
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scribed by the mass and momentum conservation equations, 
best expressed in cylindrical coordinates. From the compu
tational point of view, however, it is much more convenient 
to apply a coordinate transformation (see Gosman and Wat-
kins, 1977) to allow the numerical grid to expand and contract 
with the piston movement. The transformed continuity and 
momentum equations for an incompressible fluid read then: 

d(pxP) | d(pU) ixPd(rpV)_Q 

dt 

djXppU) d 

dt 9£ 

dr 

'""-S^fk •r/i 
djJ 
dr 

(1) 

dp 

(2) 
d(xPpV) d_( - ^dV 

dt d£ \ Xp d$ • H i * -
dV 

In these equations t /and V represent the local velocity com
ponents in the axial and radial direction, while P is the local 
pressure. The fluid is characterized by its density p and dynamic 
viscosity /n. U = U — Ug is the velocity of the fluid relative 
to the moving grid, xP is the current piston position and Ug is 
the grid velocity, which can be expressed as a mapping defined 
by Eq. (4). 

U.(x,t)\ = 
0, 

dxp(t) 
1 xP(t) dt 

-a<x<0, 

0<x<xP(t). 
(4) 

The flow equations are discretized with a finite volume 
method. It is described in detail by Patankar (1980), so only 
a summary is given here. In order to avoid oscillatory pressure 
and velocity fields, a staggered variable arrangement is em
ployed. Temporal derivatives are approximated by an implicit 
first order formula. Integrating the temporal terms of Eqs. (2) 
and (3) yields: 

J, at dt >SYXP 
dV* 

bt (5) 

The general variable <j> stands for either U or V; 8t is the 
time step, SKthe cell volume, and superscripts "n" and " o " 
denote the new and old time levels, respectively. In the physical 
space the cell volume bVis equal to Xpb^rbr = rbxbr, since 8x 
= xP8£. 

The convective fluxes are approximated by: 

- ^ (ptJ4>)+-^{rpV4>) 
xP d£ r br 

dV~ Ce<j>e 

- Cw(j>„ + C„4>„ - Cs4>s, (6) 

where the Cs are the mass fluxes through the CV faces cal
culated as: 

Ce/w=(rbrpU)e/m C„/s=(rbxpV)„/s. (7) 

The velocities appearing in Eq. (7) are taken from the pre
vious iteration. The CV face values of $ are related to nodal, 
values by means of first order forward differences. 

Finally, the diffusion fluxes are discretized as: 

Xpd£\Xpd$ 

1 9 d<l> 

rdrX^ dr 
dV~-De(4>E-4>p) 

+D„(^p-<t>w) -D„(4>N-<I>P) + A ( 0 p - t f s ) . (8) 

The gradients at the CV faces are approximated by central 
differences. The ^-coefficients follow then as: 

A , 
_ (pr8r\ 

/ e/w 
A ( nrbx\ 

(9) 

Note that in the above equations bx = xpb^, so that the 
coordinate transformation is not apparent in the discretized 
equations. Terms accounting explicitly for the grid movement 
are the temporal derivative, where distinction is made between 
the cell volumes at old and new time levels, and the convective 
fluxes, in which the mass fluxes are calculated with the relative 
velocity U = U — Ug. The fixed grid region in the inlet duct 
can be viewed as a special case, with the old and new cell 
volumes equal and with zero grid velocity. 

The above analysis shows that the same discretized equations 
can be applied in the whole solution domain QG = QL U QR 

shown in Fig. 1. In QL the old and new grid line positions are 
kept the same, yielding automatically zero grid velocity. In fiR 

the grid line positions at the new and old time levels are cal
culated from the known piston position xp(t) and a prescribed 
distribution of the ^-coordinate, i.e., &x, = b£jXp. The cell 
volumes and grid velocities are then calculated from the grid 
coordinates. 

Before proceeding to the results, the boundary conditions 
used in the calculations are presented. For all wall boundaries, 
the no slip condition was applied. In addition, the gradient of 
the normal velocity component in the direction normal to wall 
was set to zero at walls. Along the center line the normal 
gradient of the axial velocity, dU/dr and the radial velocity V 
were set to zero. Along the piston surface the axial velocity 
component of fluid, U, was set equal to the piston velocity 
Up. At the inlet plane the F-component was set to zero and 
the [/-velocity profile was taken uniform, satisfying the global 
continuity requirement as determined by the piston velocity 
Up. 

The discretized flow equations were solved in a segregated, 
iterative manner following the SIMPLE algorithm of Patankar 
and Spalding (1972). The momentum equations were first 
solved using preset values of pressure and mass fluxes (pre
dictor step), followed by the solution of a pressure-correction 
equation, which was derived from the continuity equation. 
The pressure and the velocities were then updated to satisfy 
the continuity requirement (corrector step). The corrected pres
sure and mass fluxes based on the corrected velocities were 
treated as new preset values and the iteration procedure is 
repeated until convergence is reached. Thereafter, time was 
incremented for another time step and the whole process re
peated until prescribed time limit was reached. 

The linear systems of algebraic equations resulting from 
discretization were relaxed with the strongly implicit method 
of Stone (1968), based on an incomplete LU-factorization. 
Only one relaxation sweep per SIMPLE iteration was per
formed for the momentum equations. The pressure correction 
equation was relaxed up to 12 times, unless its absolute residual 
sum had fallen by a factor of 5. In contrast to steady flow 
calculations, no under-relaxation was necessary for the tran
sient cases. 

Convergence was controlled by monitoring the absolute re
sidual sums of the continuity and momentum equations, nor
malized by the inlet mass and momentum fluxes, respectively. 
The iterations were terminated after each normalized residual 
sum has fallen below 0.001. For the grids and time steps em
ployed here, about 50 iterations per time step were necessary. 

The spatial discretization errors were estimated by compar
ing solutions at the same time level calculated on two grids 
with grid spacings h and 2h. For a first order discretization 
scheme, the error eh was approximately equal to the difference 
between the two solutions (cf. Caruso et al., 1985): 

ei, = 4>h~ <t>2h 

In order to estimate temporal discretization errors, the same 
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Relative Values 
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D 2.550 
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s! = 0.08 
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H -4.140 

N -5.100 
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Fig. 3 Predicted streamlines (a) and isobars (b) at s*p = 0.08. 

approach was used: for a given mesh spacing h, calculation 
was performed using time steps St and 2dt. The difference 
between the two solutions at a given time t represents an es
timate of the temporal discretization error. 

4 Results and Discussion 
In this section numerical results for an impulsively started 

intake stroke are presented. The calculations were performed 
on a CDC CYBER 855. Owing to the storage restriction (131000 
words per user) a compromise was made between the size of 
the computational grid and the considered length of the inlet 
pipe. The latter was taken to be 100 mm long for these pre
dictions, whereas the actual length in the experiment was 200 
mm. This is justified by the fact that the flow in the inlet pipe 
is almost fully developed until shortly before expansion. Thus 
the shortening of the inlet pipe does not affect significantly 
the flow in the cylinder. As already mentioned, an abruptly 
accelerated piston movement was intended to be investigated. 
Therefore, all results were obtained for a constant piston ve
locity Up = 11.9 mm/s, equivalent to a Reynolds number Re 
= pUpdL/\x of 98 and thus ensuring laminar flow conditions. 
The piston was impulsively started at t = 0, i.e., within the 
first time step it was accelerated from rest to the velocity Up. 
The initial clearance, i.e., the distance between the expansion 
plane (x = 0) and the piston surface at t = 0, was 40 mm. In 
the discussion to follow, the piston position is related to the 
initial position and the total stroke considered (here 24.3 mm, 
corresponding to the time interval of 2.04 s) and expressed as 
the dimensionless displacement Sp. 

Calculations were performed on two grids (41 x 19 and 82 
x 38 CV) with time step 5t = 0.005 s, and for the finer grid 
up to sp = 0.25 also with a halved time step size. This was 
necessary in order to be able to estimate the spatial and tem
poral discretization errors. The former were found to be on 
average of the order of 3 percent of the mean inlet velocity. 
The maximum values were higher at the beginning than at the 
end of the stroke, and were reaching locally (at the symmetry 
axis) 20 percent of the mean inlet pipe velocity. The temporal 
discretization errors were found to be much smaller and below 
1 percent of the inlet velocity everywhere. This is attributed 
to the relatively small time step used. 

Figures 3 to 5 show the predicted streamline patterns and 
the pressure contours for the dimensionless piston displace

ments^ = 0.08, 5̂  = 0.25 and s* = 1.0, respectively. While 
the numerical grid inside the inlet tube remained unchanged 
with time, the control volumes within the piston chamber were 
stretched in stream wise direction. As the piston moved to the 
right, fluid was sucked through the inlet pipe into the cylinder 
and it separates at the sudden expansion, forming a counter
clockwise rotating toroidal vortex, as is shown in Figs. 3(a), 
4(a), and 5 (a). As can be seen from these figures, after forming 
close to the step the vortex was convected towards the piston 
and is elongated with increasing piston displacement. Its axial 
velocity component is typically twice that of the piston speed. 
This was also found out by Durst et al. (1989) using flow-
visualization techniques. 

Nearly over the entire length of the inlet pipe, i.e., for - 0.08 
m < x < -0.01 m, the velocity profiles appear fully devel
oped. This is also apparent from the streamline and isobar 
plots in Figs. 3,4, and 5 (parallel streamlines, constant pressure 
in the cross-section). Moreover, the flow in that region exhibits 
only a very weak time dependence. Under these assumptions 
the momentum equations reduce to: 

r dr\ dr I dx 
(10) 

This relationship implies that the pressure is a linear function 
of x. This observation is corroborated in Fig. 6, where the 
axial pressure distributions are plotted for the piston displace
ments under consideration. Shortly after the onset of the stroke 
(s^ = 0.08) the pressure gradient inside the tube is somewhat 
steeper than for the later stages Sp = 0.25 and Sp = 1.0. For 
Sp = 0.08, the backward influence of pressure from cylinder 
on the flow in the intake pipe extends for about one diameter 
and reduces for increasing displacements (cf. Figs. 3(b), 4(b), 
5(b). Applying the two-pass procedure (Pereira, 1986), this 
elliptic pressure effect is not taken into account, leading to 
somewhat poorer predictions, especially for situations with 
small initial clearances. 

As the flow structure is controlled by the balance of mo
mentum, pressure and viscous forces, a qualitative description 
of the structure of the flow field can be obtained by analyzing 
the velocity and pressure distributions (plotted in Figs. 3 to 5) 
in terms of the momentum balance. Figure 4 exhibits an area 
"Hi" (shaded in Fig. 4(b) of high pressure, with the pressure 
increasing toward the symmetry line. Owing to the positive 
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Fig. 4 As Fig. 3, at si = 0.25 

STREAMLINES 

Relative Values 
A 4.700 
B 4300 
C 3.900 
D 3.700 
E 3500 
F 3330 
G 3200 
H 3.050 

x ( m ) 

ISOBARS 

Relative Values 
A -0.192 
B -0.838 
C -1.490 
D -2.130 
E -2.780 

x( m) 

Fig. 5 As Fig. 3, at s*p = 1.00 

pressure gradient acting on the incoming flow, the fluid ele
ments become decelerated (dU/dx < 0). According to the 
continuity equation, this leads (for fixed r) to an increase of 
the radial velocity component (d V/dr > 0) and consequently 
to the deflection of the main jet flow in the /--direction. Due 
to their higher velocity, fluid elements moving along the center 
line overcome the pressure gradient more easily than fluid 
elements coming from the pipe wall region. As a consequence, 
near the symmetry line the streamlines are almost parallel to 
the cylinder axis. However, with increasing distance from the 
centerline, the x-momentum reduces to a form similar to that 
of the Hagen-Poiseuille flow. Fluid elements further away from 
the symmetry axis, which bear less kinetic energy, are more 

strongly retarded than the energy-rich elements near the tube 
center. Therefore, the deflection of streamlines in the radial 
direction becomes greater as r increases. 

On the left-hand side (0.008 m < x < 0.01 rri) of the in
tersection between the vortex structure (Fig. 4(a) and the low 
pressure area T! (Fig. 4(b)), streamlines and isobars are ap
proximately mutually orthogonal (cf. Fig. 7). In this small 
subregion, the axial pressure drop is the driving force for the 
rotational flow. Due to the axial pressure increase, on the right-
hand side, the streamlines and isobars are no longer normal 
but actually superimposed on one another (cf. streamline E 
and isobar K). For all fluid elements lying on both isobar K 
and streamline E, the x-momentum is balanced by the pressure 
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Fig. 7 Streamlines and isobars inside a vortex in the region of low 
pressure T, 

force such that the isobars effectively act as pressure barriers 
that cannot be crossed by fluid elements of lesser kinetic energy. 

In the vicinity of the wall, the momentum and pressure 
balance cannot be maintained and the fluid elements are ac
celerated in the negative x-direction by the pressure forces 
established in the flow field. At some distance from the wall, 
where the viscous forces are of lesser importance than inertia 
terms, an approximation for the deflection of the fluid elements 
is given by the radial pressure equation which reads 

c2 1 dP 

R p dn' (11) 

where c is the total velocity and R the radius of curvature of 
the fluid element path considered. dP/dn is the derivative nor
mal to this trajectory. The inwardly directed pressure force 
provides the centripetal acceleration (?/R involved in the de
flected motion of the fluid element. For straight trajectories, 
the pressure remains constant normal to the fluid element path, 
as can be observed e.g., within the inlet pipe. 

In the high pressure areas H2 and H3 (shaded areas in Fig. 
4(b)) similar processes of deflection are repeated, finally lead
ing to the vortex structure plotted in Fig. 4(a). In this fashion, 
continuity is globally satisfied. By marching in the streamwise 
coordinate, the pressure drops towards the piston surface, 
building a pressure minimum at the edge formed by the piston 
surface and cylinder wall. The locations of the high and low 
pressure areas within the flow field relative to the vortex center 
remain unchanged with time t, so that the pressure-momentum 
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Fig. 8 Predicted and measured axial velocity profiles for s*p = 0.25 

analysis made above is also applicable for later stages (cf. Fig. 
5(a) and 5(b) of the flow. 

The relatively high pressure gradient appearing in the corner 
of the piston surface and the cylinder wall is caused by the 
boundary singularity at this edge. While the fluid at the piston 
surface has to move with piston speed Up(t), along the stationary 
cylinder wall, the no slip condition implies U = V = 0. 

For the dimensionless piston strokes Sp = 0.25 and Sp = 
1.0, the predicted axial velocity profiles at successive x-loca-
tions inside the cylinder are compared to experimental data in 
Figs. 8 and 9. The predictions for s*p = 0.25 do not agree with 
the experimental data. Significant discrepancies occur mainly 
in the region around symmetry axis. The cause lies in the 
difference between the simulated and real piston velocity at 
this phase of the starting flow. As can be seen from Fig. 2, in 
the experiment at that position the piston had reached only 90 
percent of its final velocity, whereas the profiles shown in Fig. 
8 were predicted for a constant piston velocity Up = 11.9 m/ 
s. The mass flow rate (suction) is therefore higher in the com
putation, and since the cross-sectional area is small around the 
symmetry axis, the velocity differences are the largest there. 
The computations were performed before the experimental 
data was fully evaluated; although constant piston velocity was 
intended for both cases, it appeared difficult to achieve this 
goal in experiment. 

For s^ = 1.0 (Fig. 9), the piston had achieved its full velocity 
and matched that used in the calculations. For this piston 
position the agreement between predicted and measured pro
files is very satisfactory, which supports the former argument 
regarding disagreement at sp = 0.25. The same conclusion 
applies to the radial velocity components (not shown). 
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5 Conclusions and Final Remarks 
The unsteady flow generated by an impulsively started piston 

movement in a piston/cylinder assembly was investigated ex
perimentally and numerically. Care was taken to obtain ac
curate experimental data for this complex unsteady flow using 
LDA technique and refractive index matching. The numerical 
method based on SIMPLE algorithm was extended to allow 
computations with both moving and fixed grids. For the grid 
and time step used, the numerical errors were of the order of 
3 percent, which was considered sufficient for the analysis of 
flow features. Comparison of the predicted results with the 
experimental data demonstrates that the incorporated coupling 

of the moving grid region and fixed grid region allows for 
accurate and efficient calculation of in-cylinder flows. The 
present calculation procedure is also applicable to the predic
tion of periodic intake/exhaust flows. Application to such 
flows and comparison with experimental data are reported in 
Stoll (1989). 

Future efforts are directed to increasing the efficiency and 
accuracy of the method. The efficiency can be increased by 
performing multigrid iterations on each time level and by 
adapting the code to take advantage of vector and parallel 
processing. These efforts are under way. In future calculations 
the piston velocity will be taken directly from experiment, in 
order to allow quantitative comparisons throughout the cycle. 
At higher Reynolds numbers the flow will become three-di
mensional; this will also be investigated in the near future. 

Acknowledgments 
The present work was sponsored by the Deutsche For-

schungsgemeinschaft within the program "Finite Approxi-
mationen in der Stromungsmechanik." The authors gratefully 
acknowledge this support. 

References 
Bicen, A. F., Vafidis, C , and Whitelaw, J. H., 1985, "Steady and Unsteady 

Airflow Through the Intake Valve of a Reciprocating Engine," ASME JOURNAL 
OF FLUIDS ENGINEERING, Vol. 107, pp. 413-420. 

Caruso, S. C , Ferziger, J. H., and Oliger, J., 1985, "Adaptive Grid Tech
niques for Elliptic Fluid Flow Problems," Report No. TF-23, Thermosciences 
Division, Department of Mechanical Engineering, Stanford University, CA. 

Durst, F., Maxworthy, T., and Pereira, J. C. F., 1989, "Piston-Driven, 
Unsteady Separation at a Sudden Expansion in a Tube: Flow Visualization and 
LDA Measurements," Physics of Fluids A, Vol. 1, pp. 1249-1260. 

Gosman, A. D., and Watkins, A. P., 1977, "A Computer Prediction Method 
for Turbulent Flow and Heat Transfer in Piston/Cylinder Assemblies," Pro
ceedings of the 1st Symposium on Turbulent Shear Flows, Pennsylvania State 
University, p. 523. 

Gosman, A. D., 1985, "Multidimensional Modelling of Cold Flows and Tur
bulence in Reciprocating Engines," SAE Paper 850344. 

Patankar, S. V., and Spalding, D. B., 1972, "A Calculation Procedure for 
Heat, Mass and Momentum Transfer in Three-Dimensional Parabolic Flows," 
International Journal of Heat and Mass Transfer, Vol. 15, pp. 1787-1806. 

Patankar, S. V., 1980, Numerical Heat Transfer and Fluid Flow, Hemisphere 
Publishing Corporation, New York, NY. 

Pereira, J. C. F., 1986, "Experimentelle und numerische Untersuchungen 
stationarer and instationarer laminarer Stromungen mit Ablosung," Dr.-Ing.-
Dissertation, University of Erlangen-Niirnberg. 

Rask, R. B., 1979, "Laser Doppler Anemometer Measurements in an Internal 
Combustion Engine," SAE Paper 790094, Vol. 88. 

Stone, H. L., 1968, "Iterative Solution of Implicit Approximation of Mul
tidimensional Partial Differential Equations," SIAM Journal of Numerical 
Analysis, Vol. 5, pp. 530-558. 

Stroll, H., 1989, "Entwicklung eines effizienten Verfahrens zur Berechnung 
instationarer laminarer Kolben-Zylinder-Stromungen," Dr.-Ing.-Dissertation, 
University of Erlangen-Niirnberg. 

Journal of Fluids Engineering DECEMBER 1993, Vol. 115/693 

Downloaded 02 Jun 2010 to 171.66.16.106. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Jiang Lu 
Graduate Student. 

Ashwani K. Gupta 
Professor. 

Department of Mechanical Engineering, 
University of Maryland, 

College Park, MD 20742-3035 

Eugene L. Keating 
Naval Surface Warfare Center, 

Annapolis, MD 21402 

Effect of IC Engine Operating 
Conditions on Combustion and 
Emission Characteristics 
Numerical simulation of flow, combustion, heat release rate, and pollutants emission 
characteristics have been obtained using a single cylinder internal combustion engine 
operating with propane as the fuel. The data show that for good agreement with 
experimental results on the peak pressure and the rate of pressure rise as a function 
of crank angle, spark ignition energy and local cylinder pressure must be properly 
modeled. The results obtained for NO and CO showed features which are quali
tatively in good agreement and are similar to those reported in the literature for the 
chosen combustion chamber geometry. The results have shown that both the com
bustion chamber geometry and engine operating parameters affects the flame growth 
within the combustion chamber which subsequently affects the pollutants emission 
levels. The code employed the time marching procedure and solves the governing 
partial differential equations of multicomponent chemically reacting fluid flow by 
finite difference method. The numerical results provide a cost effective means of 
developing advanced internal combustion engine chamber geometry design that 
provides high efficiency and low pollution levels. It is expected that increased com
putational tools will be used in the future for enhancing our understanding of the 
detailed combustion process in internal combustion engines and all other energy 
conversion systems. Such detailed information is critical for the development of 
advanced methods for energy conservation and environmental pollution control. 

1 Introduction 
Combustion in internal combustion (IC) engines (one of the 

major process of energy conversion) and the release of energy 
is a very complex phenomenon. In recent years, the energy 
crisis and concern about increasing atmospheric pollution have 
initiated much research effort, resulting in rapid development 
of combustion science and its applications. In spite of the 
fundamental importance and practical applications, the com
bustion processes in internal combustion engines are far from 
being fully understood. This is due to, among other things, 
their interdisciplinary character and great complexity. In order 
to describe a typical combustion process one must take into 
account, in addition to reaction kinetics, phenomena involving 
heat and mass transfer, both on the molecular and on the 
macroscopic scales, and therefore the phenomena of phase 
changes, conduction, diffusion, radiation, and the dynamics 
of continuous media. The fuel-air mixture in the IC engine is 
ignited at high pressure using a spark plug and the resulting 
flame kernel propagates in the combustion chamber. The de
velopment of flame kernel and flame growth is a complex and 
not well understood process. The random nature of the tur
bulent compressible flow inside the cylinder and the particular 
state of flow near the spark gap at the time of ignition can 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
July 31, 1991; revised manuscript received November 29, 1992. Associate Tech
nical Editor: D. G. Lilley. 

contribute to engine cyclic variations, engine roughness and 
emission of pollutants (Gupta et al., 1989 and Heywood, 1988). 
The flame propagation in the engine cylinder depends upon 
local fluid mechanics, fuel oxidation chemistry and heat trans
fer. Previous studies have shown strong coupling between the 
above factors (Ramos, 1989 and Borman, 1980) and all factors 
have an important influence on the emission of pollutants. 

Increased awareness of the environmental pollution control 
and energy conservation has lead to greater emphasis on the 
detailed understanding of the various processes that undergo 
during the energy conversion process. The phenomenon of air 
pollution involves a sequence of events: generation of pollu
tants and their release from the source, transport and trans
formation in and removal from atmosphere, and their effects 
on humans, materials, and other live species. In the United 
States, the transportation sector represent a major source of 
energy consumption. Internal combustion engines are a major 
source of power in the transportation sector. In an IC engine, 
fuel is introduced into the combustion chamber either in the 
form of fuel droplets or as a prevaporized gas. The fuel and 
oxidizer must then be mixed by microscopic fluid dynamic and 
turbulent motions before the chemical reaction, with the as
sociated combustion, must occur. The flow and turbulence 
structure in internal combustion engine influences significantly 
the mixing and combustion processes which subsequently af
fects the power output, fuel economy, cold start capability, 

694 / Vol. 115, DECEMBER 1993 Transactions of the ASME 

Copyright © 1993 by ASME
Downloaded 02 Jun 2010 to 171.66.16.106. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



and exhaust pollutants emission level. The flow and combus
tion processes in an IC engine are strongly dominated by the 
local Reynolds number during the complete cycle of its op
eration. The local Reynolds number is much affected by the 
combustion chamber geometry, location of ignition source, 
mixture preparation, engine speed, etc. An examination of the 
combustion processes in IC engine reveals that the engine op
eration can be characterized by complicated fluid mechanical 
and physical/chemical processes encompassing turbulent flow, 
droplet and particle motion, heat and mass transfer, and chem
ical reaction. The fluid mechanics and ignition process of prac
tically all combustion engines have a profound influence on 
their operating characteristics since both the fluid mechanics 
and the ignition process controls the rate of mixing of the fuel 
and oxidizer, rate of combustion, and the formation of product 
species. 

The mixing of reactants within the combustion chamber is 
important from both the combustion and pollutants emission 
point of view. Mixing occurs on a time scale which is long 
compared to that of the chemical reaction. Furthermore, the 
duration of the exothermic process is considerably shorter than 
that of the transport process (for example, turbulence, evap
oration, diffusion, and heat transfer) which controls the com
bustion rate. Thus mixing rates and subsequent exothermic 
energy release are dependent on the local flowfields, turbulence 
levels, and thermal ignition source. A close examination of 
these processes must, therefore, be attained to meet the ever
growing demand for developing more efficient, economical 
fuel flexible and environmentally acceptable IC engines. In this 
paper, the effect of engine operating parameters from a ho
mogeneously charged spark ignition engine are examined for 
their effects on combustion and emission. The flat piston ge
ometry used here provided easy means of directly comparing 
the calculated results with the available experimental data. It 
is recognized that some of the advanced concepts in IC engine 
piston geometry design may involve configurations other than 
flat top. Our previous efforts (Gupta et al., 1991) on the piston 
geometry design revealed significant effects on combustion and 
emission characteristics. 

2 Combustion in IC Engines 
Historically flat head piston has been used in many IC en

gines. Flat heat piston geometry is relatively simple from the 
computational point of view and experimental data is available 
on this type of geometry. From the point of view of engine 
thermal efficiency, knock and NOx formation, the best com
bustion systems are those having the shortest combustion times, 
the so-called "fast-burn systems." One way to shorten the 
combustion time is to build compact combustion chambers in 
either the piston or cylinder head with central or multiple 
ignition points, where the travel distance for flames are the 
shortest. Another approach is to create intense turbulence in 
the charge to increase burning rates. The turbulence generated 
by the intake process is damped appreciably before ignition, 
in spite of the positive effects of compression (reduction of 
the size of the eddies cause them to rotate faster by conservation 
of angular momentum) and, therefore, additional turbulence 
generators are added in contemporary combustion systems. 
The most popular of these are squish systems, which have a 
small clearance between part of the head and the piston when 
at top dead center. As the piston approaches TDC, the gases 
in the clearance spaces are squished violently into the chamber, 
thus producing the intense turbulence at the moment of fast-
burn combustion. A very few examples of high-intensity tur
bulence generation methods that have been used exists in the 
literature. The system introduced by Toyota is based on an 
auxiliary combustion chamber (called the turbulence gener
ating pot, TGP) connected with the main chamber by a re
stricted passage. Ignition is initiated close to this passage. After 

ignition, combustion of the mixture in the auxiliary chamber 
generates a strong jet of combustion gases, making the mixture 
in the main chamber turbulent and accelerating the combustion 
process. 

Swirl is also utilized in many different types of stratified 
charge internal combustion engines (Gupta et al., 1984). The 
Honda CVCC system diverged somewhat from the true aims 
of stratification by using only a very small pre-chamber (about 
10 percent of the main chamber volume) containing a rich 
ignition charge firing into the main chamber which is main
tained under fuel lean operating conditions. The engine is 
normally throttled and may also be called a jet ignition engine. 
However that may be, it is the only current example of a mass 
produced stratified charge engine. 

Overington and Haslett (1976) added a spark plug to a mod
ified swirl chamber of typical diesel engine with approximately 
50 percent of the chamber volume in the swirl chamber. It was 
claimed that this engine ran unthrottled on gasoline, as well 
as on kerosene and diesel fuel and gave a part load economy 
between that of a diesel and a homogeneously charged gasoline 
engine. The schematic diagram of the various prechamber tur
bulence promoting, jet ignition systems represented by Texaco 
FCCS, Ford PROCO, and MAN-FM systems are given by 
Groff et al., (1981). Each system has its own merits and the 
stratification principles of all the engines vary quite widely. 

The review of previous efforts reveals that the fluid dynamics 
and combustion chemistry has a strong influence on the com
bustion behavior in IC engines which subsequently affects the 
pollutants emission characteristics. Any efforts to reduce the 
pollutants emission characteristics must therefore be directed 
at the basic understanding of the various ongoing processes 
during combustion. This paper provides a systematic exami
nation of the engine operating parameters, using a homoge
neously charged IC engine, on the combustion and pollutants 
emission characteristics. A flat piston geometry is used here 
for the results presented in this paper. Further comprehensive 
results on the effect of piston geometry will be provided in a 
subsequent publication. The numerical data are compared with 
experimental results, where possible. The numerical study de
scribed here provides an approach for inexpensive means of 
developing high efficiency and low pollution IC engine than 
that obtained by experimental means alone. 

3 Mathematical Modeling 
In the present study, the simulation of combustion and pol

lutants emission in a homogeneous-charge spark-ignition en
gine has been carried via KIVA-II (Butler et al., 1989) which 
was originally developed by Los Alamos National Lab. KIVA-
II is a 3-D time marching code that solves the governing partial 
differential equations of multi-component chemically reactive 
fluid flow by ALE (Hirt et al., 1974 and Pracht, 1975) finite 
difference method. The transient solution is marched out in a 
sequence of time steps. The code solves problems in either 
rectangular or cylindrical coordinates. The homogeneous-
charge spark-ignition model engine examined in the present 
study has conventional flat-top piston geometry with a spark 
plug mounted at the top of the cylinder head. Since the ge
ometry of the model engine is axisymmetric, calculations have 
been performed in cylindrical coordinates with Swirl Ratio, 
SR = 1.0. The swirl ratio is defined as the ratio of fluid to 
crank angular velocity. 

The code deals with turbulence by a standard version of the 
k — e model (Launder and Spalding, 1972). Chemical reactions 
are grouped into slow kinetic reactions and fast equilibrium 
reactions. Kinetics reaction rates are evaluated by single-step 
global progress rate expression of the Arrhenius form. Equi
librium reactions are calculated by an iterative procedure. The 
wall heat transfer and wall shear stress are modeled by a log-
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Table 1 Engine specifications (Groff et al., 1981) 
Compression Ratio 8.56 
Bore (mm) 105.0 
Stroke (mm) 75.25 
Connecting rod length (mm) . 158.0 
Piston Offset (mm) 1.52 

Table 2 Text conditions (Groff et al., 1981) 
Test No. 

Engine speed (RPM) 
Intake pressure (kPa) 
Volumetric efficiency (%) 
Equiv. ratio (phi) 
Residual fraction (%) 
Spark advance (BTDC) 

Run 3 

1,500 
59.8 
40.2 
0.87 
0.12 
27° 

Run 9 

1,500 
59.9 
39.7 
1.395 
0.14 
30° 

Run 10 

1,500 
59.9 
40.1 
1.12 
0.14 
25° 

Run 11 

1,500 
60.2 
40.1 
0.98 
0.14 
27° 

arithmic law of the wall model. The NO concentration is pre
dicted by the extended Zeldovich mechanism (Ramos, 1989 
and Gupta et al., 1984). The formulation details, solution 
procedure, and numerical technique used in the code are de
scribed by Butler et al. (1989) and Amsden et al. (1985) 

The homogeneous-charge spark-ignition engine used at GM 
Research Lab (Groff et al., 1981) and elsewhere is selected as 
a model engine for present study. The details on engine spec
ifications and test conditions are given in Tables 1 and 2. 

3.1 Kinetic Reaction Model. In practice, the oxidation 
of hydrocarbon fuel is a very complicated phenomena involv
ing multi-step chain reactions. Due to the lack of understanding 
on the detailed chemistry of fuel oxidation mechanism and the 
limitation of computer capacity, it was not practical to combine 
the multi-step reaction model with a general multi-dimensional 
code to describe the detailed kinetic mechanism. The common 
practice is to use the simplified single- or two-step global kinetic 
reaction models for engineering applications. 

The single-step global kinetic expression for hydrocarbon 
fuel oxidation is given as: 

Fuel + ^ 0 2 - > « 2 C 0 2 + K3H20 (1) 

where nx is the stoichiometric coefficient for oxygen, and 4> is 
fuel/air equivalence ratio of the mixture. 

The single-step global kinetic reaction rate is usually ex
pressed as: 

k = C/T* exp ( - EJR T) [Fuel]" [oxidizer]* (2) 

where 
[ ] = molar concentration of species 
R = universal gas constant 

Ea = activation energy 
T = gas temperature 

Cf = adjustable preexponential factor 
a, b = reaction orders 

£ = adjustable temp, const. ( = 0 in the present study) 

Westbrook and Dryer (1981) summarized that for most hy
drocarbon fuels the variation of Ea over the range 26 to 40 
kcal/mole affects only the computed flame thickness. Their 
results obtained with Ea = 30 kcal/mole were quite satisfac
tory. Usually C/ represents kinetic collision frequency of reac-
tant atoms. Under most IC engine operating conditions the 
flame is turbulent and the single-step global kinetics model 
does not account for the turbulence interactions. Therefore 
the preexponential factor Cf becomes very much an empirical 
constant which needs to be adjusted from case to case so that 
the calculated data provides good agreement with experimental 
measurements. Another drawback of single-step global kinetics 
model is that it does not account for the influence of variation 
of pressure in combustion rate and flame propagation speed. 
But experimental evidence does show that pressure has a strong 

effect on the flame speed (Groff and Matekunas, 1980). To 
overcome this problem, a modified single-step global reaction 
rate expression introduced by Diwakar (1984) was adopted in 
present studies. The modified model introduces a pressure 
correction term (P\m/p)" into Eq. (2): 

k^CfT* exp( -Ea/RT)[Fud]a [oxidizer]* (Pim/p)" (3) 

where Pinv is the cylinder pressure at inlet valve closure. Typ
ically the value of.n lies in the range of 1.2— 1.3. The reason 
for this modification is that in the original model the flame 
travels very rapidly after TDC compared to the experimental 
observations. In other words, the computed flame speed is too 
high compared to the measurements, and the computed flame 
speed gets higher as the cylinder pressure increases. The above 
behavior is contrary to the nature of laminar flame speeds 
measured in bombs and also the nature of turbulent flame 
speeds measured in reciprocating engines, where the flame 
speed decreases with increasing pressure. Since the ratio plm/ 
p<\ during compression and expansion cycles, the pressure 
correction term will reduce the reactions rate and the flame 
speed under conditions of high cylinder pressure. 

3.2 Ignition Model. In KVIA-II the ignition process is 
modeled as a heat source at the location of the spark. The 
internal energy of the computational cell at the spark location 
is increased by a factor of (1.0 + DT*IG) on each time step 
DT until the combustion is self-sustained (typically when the 
temperature at the cell reaches 1600 K). The reciprocal time 
constant XIGNIT determines not only the total energy added 
to the cell, but also the rate at which ignition energy is added. 
In real spark-ignited engines, the electrical discharge produced 
between the spark plug electrodes create a very high-temper
ature (3000-6000 K) plasma kernel (Heywood, 1988) which 
develops into a self-sustaining and propagating flame front (a 
thin reaction sheet where the exothermic combustion reactions 
occur). Conventional ignition systems deliver 30 to 50 mJ of 
electrical energy to the spark source and only a fraction of the 
energy supplied to the spark gap is transmitted to the gas 
mixture. About 0.2 mJ of energy is required to ignite a quies
cent stoichiometric fuel-air mixture at normal engine condi
tions by means of a spark (Heywood, 1988). For lean and rich 
mixtures the energy required may be an order of magnitude 
high (~3 mJ). The ignition model used in this study is rather 
simple and can not model the high-temperature plasma kernel 
because the chemical equilibrium reaction solver can only han
dle reactions under 5000 K. If XIGNIT is too large, the peak 
temperature of the cell at spark location may exceed 5000 K 
and the calculations will terminate. If XIGNIT is too small, 
the rate of ignition energy addition is slower than the rate of 
energy transfer between the ignition cell and adjacent cells. 
Under these conditions misfire will occur. The fraction of 
energy added to the ignition cell is so chosen that the variation 
of fuel fraction burned with crack angle matches with the 
experimental measurements. 

4 Results and Discussions 

Results presented here are with a flat piston top homoge
neous-charge spark-ignition engine. The purpose of selecting 
this model engine is that the engine has been extensively studied 
experimentally and the available data (Groff et al., 1981) can 
be used to verify numerical modeling results and calibrate some 
key empirical parameters which must be specified in the code. 
The engine specifications and test conditions are given in Tables 
1 and 2. The fuel used was propane. In order to evaluate the 
effects of pressure correction term and ignition energy on com
bustion rate and flame speed (which subsequently affects the 
variations of cylinder pressure with crack angle) calculations 
have been performed by the single-step global reaction model 
with different power of pressure correction term and different 
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engine speed = 1500 rpm 

ignition energy addition rate. In the first instance the ignition 
energy fraction XIGNIT was maintained constant at 5.5 X 103 

and the power of the pressure correction term varied from 0.0 
to 0.3. The spark in both cases is given at a crank angle of 27 
deg BTDC. The total spark energy (Espark) was approximately 
9 mJ. As shown in Fig. 1 for no pressure correction term to 
original single-step reaction rate expression (i.e., n = 0), the 
cylinder pressure increases very rapidly immediately after the 
development of the flame. This suggests fast development of 
flame and the reactants take less time to proceed to products. 
The calculated flame front propagates very rapidly under high 
pressure conditions. Any increase in n causes a reduction in 
the flame speed which subsequently decreases the peak cylinder 
pressure. In addition the increase in n results in slow rise of 
peak pressure. As an example, for n = 0.3 the peak pressure 
and rate of pressure rise is very slow. The decrease in the 
magnitude of the peak pressure is due to the larger chamber 
volume at which peak pressure occurs and slower flame speed 
which allows more time for the heat loss through the cylinder 
walls. In the second case the effect of changing the ignition 

energy addition rate on cylinder pressure variation and flame 
speed was examined. Figure 2 indicates that a change in ignition 
energy fraction (XIGNIT) can also delay the flame propagation 
and the subsequent rise of pressure in the combustion chamber. 
It is worth noticing that for a value of XIGNIT greater than 
6.0 X 103 the development of cylinder pressure with crank angle 
is no longer affected. This is due to the fact that the spark is 
automatically cut off when the combustion is self-sustained. 

Figure 3 shows the variation of cylinder pressure with crack 
angle for the engine operating under the test conditions (Groff 
et al., 1981) given in Table 2, with Cf = 1.55 x 1013, n = 1.3 
and XIGNIT = 5.5 X 103. The calculated pressure record pro
vides a very good agreement with the experiment data of Groff 
et al. (1981). The local pressure in cylinder during engine op
eration is not strictly uniform and the value of cylinder pressure 
shown in Fig. 3 is an integral of local pressure over the entire 
domain volume, so that it is a volume-averaged value. The 
average temperature is calculated assuming the ideal gas con
ditions, i.e., 

PV 
~NR 

(4) 

where 

P=volume-averaged pressure 

V= total volume of chamber 

7V= total number of moles in the mixture 

R = universal gas constant. 
Having examined the progress in pressure variation with 

crank angle at one equivalence ratio (i.e., at 4> = 0.87) and 
one engine speed (namely 1500 rpm) it is of interest to see how 
this pressure variation will change with engine speed and equiv
alence ratio. Both of these parameters are expected to modify 
the development of flame within the combustion chamber. 

Figure 4 shows the variation of cylinder pressure for 1500 
rpm at different equivalence ratios, with other parameters con
stant (n = 1.3, XIGNIT = 5.5xl03 and Cf = 1.55X1013). 
The effect of engine speed (at 600, 1500, and 3000 rpm) on 
the development of cylinder pressure is shown in Fig. 5. De
crease in pressure with increase in engine speed suggests de
creased burning. This may be due to the lower residence time 
available for the gases to burn during the power stroke of the 
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Fig. 4 The effect of equivalence ratio on cylinder pressure and engine 
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Fig. 8 The progress in NO evolution at 600,1500 and 3000 rpm at engine 
operating conditions of phi = 0.87, spark at 27 deg BTDC, XIGNIT 
= 5.5 x 103, C, = 1.55 x 10", a = 0.1 and b = 1.65 

engine. In order to check that the mass fraction burnt and the 
subsequent mean temperature are also affected at the three 
engine speeds, calculations were performed under similar con
ditions (i.e., equivalence ratio of 0.87, spark at 27 deg BTDC, 
ignition energy (XIGNIT = 5.5 x 103) and swirl ratio (SR = 
1). [It is to be noted that swirl ratio had a negligible effect on 
pressure rise, peak pressure, CO and temperature and NOx.] 
The results are presented in Figs. 6 and 7 for temperature and 
mass fraction burnt, respectively. Although the mass fraction 
burnt is delayed at higher rpm the burnout is complete even 
for 3000 rpm (i.e., at about 60 deg ATDC). The decrease in 
temperature with increase in engine speed is attributed to in
creased heat transfer and significantly different fluid mechan
ics inside the engine. The results, however, do confirm the 
trend of increased fuel consumption and poor fuel burning at 
higher engine speeds. The nitric oxide emission at higher speed 
is lower due to lower peak temperatures and the decreased 
residence time of the gases at higher temperature, see Fig. 8. 
The results presented in Figs. 3-5 show that the pressure cor
rection term proposed by Diwakar (1984) can effectively adjust 
the reaction rate and cylinder pressure, but the drawback of 
the modified rate expression is that the adjustable parameters, 
such as Cf, need to be adjusted on a case to case basis in order 
to provide a good agreement with the experimental data. We 

698 / Vol. 115, DECEMBER 1993 Transactions of the ASME 

Downloaded 02 Jun 2010 to 171.66.16.106. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



(a). CO (mole fraction) 

( - 2 .223F-2sec , 0 - 2 0 . S 8 ' . RPM-1500, $ - 0 . 6 7 , x , - 0 . 1 2 , T I , - 4 0 % 

.0007J 

.oooooy. 

-
• 

; 
. — 

I 

: 
'-

• 

': 
• 

• 

. 
~ 
. ; 
-, 

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 . 1 1 1 1 1 1 1 1 1 1 1 1 

. 02 x 1 . 0 B - 3 (55) /• 

. . . CO (ppm) 

. . . . NO (ppm) ' 

© o 0 o ExP- pressure (Kpa) : 

L 
i i l '•••• 

it,! X . 
« p \ i "''•••. 
<r 'o\ 1 
rf\ '• °\ 

- Jiiii 

»'i> ° \ 

hi K 11 K •••i -\ \ •••• t <", ' , ° \ 
/ ; ;> \ «\ 

^ r ji x _ \ ^ ^ ^ g -
•weeswwWTT u >-^i-,., , , i 

, , , , _ 
• 

• 

— . 
i 

~ 
\ 
-_ 
-_ 

'. 

\ 
-
. 
. 
~ 
. 

«w» : 

crank (deg) 

Fig. 10 The evolution of NO, CO, 0 2 cylinder pressure and mean tem
perature with crank angle position at an equivalence ratio of 0.87 (i.e., 
fuel lean mixture), spark at 27 deg BTDC and engine speed of 1500 rpm, 
XIGNIT = 1.55 x 10j, X, = 0.12, v, = 40.1 percent, C, = 1.55 x 10", a = 
0.1 and b = 1.65 
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Fig. 9 Contours of CO, temperature and NO within the combustion 
chamber at crank angle 6 = 20.02 deg ATDC, engine speed 1500 rpm, 
phi = 0.87, residual mass fraction (Xf) = 12 percent and volumetric 
efficiency of engine fa,) = 40.1 percent 

have examined many values of n, XIGNIT and Cf. However, 
in order to keep a low number of adjustable parameters, our 
suggestion is to keep the value of n = 1.3 and vary the value 
of Cf and XIGNIT for different cases until a good agreement 
is achieved with the experimental data. 

After obtaining the acceptable conditions that describe the 
history of pressure rise and decay in the cylinder with crank 
angle, properties of other gaseous species and mean temper
ature were then evaluated. Ideally one would like to learn the 
production (or disappearance) of intermediate species as well 
as the formation of all the permanent species. If this detailed 
information was known then one could design a system with 
desirable combustion product stream. In this paper informa
tion was obtained on the local variation of CO, 02, NO, and 
temperature. The spatial variation of different species con
centrations and local temperature in the cylinder at various 
position of the crank angle was obtained. The results showed 
that immediately after the flame onset significant variations 
of species concentration and temperature exists within the com
bustion chamber at all crack angle positions in the expansion 
stroke of the cycle. The NO evolution only becomes important 
after top dead center in the cycle. Sample results for CO, 
temperature and NO at a crank angle position of 6 = 20.02 
deg ADTC are shown in Fig. 9. In these cases the engine rpm, 
equivalence ratio, residual fraction left after firing from each 
cycle and volumetric efficiency was held constant at 1500 rpm, 
0.87, 0.12, and 40.1 percent, respectively. The results clearly 
showed the flame growth with time and the subsequent spatial 
variation of CO, NO, and temperature within the combustion 
zone. For the conditions examined here negligible NO for
mation occured at 6 = 20.97 BTDC despite the presence of 
very high temperature zone (about 2500 K) near the ignition 
source. This is due to the negligible residence time of gases at 
higher temperatures which resulted in negligible NO. Pro
gressive increase in crank angle revealed that the NO contours 
always lag the temperature contours as expected. The values 
obtained for CO, 62, NO, and temperature as a function of 
crank angle were converted to the volume-averaged values. 
The resultes presented in Figs. 10 and 11 are for NO, CO, 02, 
cylinder pressure and mean temperature at equivalence ratios 
of 0.87 and 0.98 (i.e., for the fuel lean case). The results show 
the expected trends, i.e., maximum NO is found immediately 
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Fig. 11 The evolution of NO, CO, 0 2 cylinder pressure and mean tem
perature with crank angle position at an equivalence ratio of 0.98 (i.e., 
fuel lean mixture), spark at 27 deg BTDC, X, = 0.14, ijv = 40.1 percent 
and engine speed of 1500 rpm, XIGNIT = 5.5 x 103, C, = 1.7 x 1013, n = 
1.3, a = 0.1 and b = 1.65. 
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Fig. 13 The evolution of NO, CO, 0 2 cylinder pressure and mean tem
perature with crank angle position at an equivalence ratio of 1.395 (i.e., 
fuel rich mixture), spark at 30 deg BTDC, engine speed of 1500 rpm, XIGNIT 
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Fig. 12 The evolution of NO, CO, 02 , cylinder pressure and mean tem
perature with crank angle position at an equivalence ratio of 1.12 (i.e., 
fuel rich mixture), spark at 25 deg BTDC, engine speed of 1500 rpm, XIGNIT 
= 5.5 x103, C, = 1.8x1013, n = 1.3, a = 0.1, b = 1.65 X, = 0.14, r,, 
= 40.1 percent 

downstream of the maximum temperature position. The con
sumption of oxygen yields the conversion of fuel to products 
with CO as the intermediate product. Increase in equivalence 
ratio to 1.12 and 1.395 (see Figs. 12 and 13) results in high 
level of CO emission, lower mean flame temperature which 
results in lower NO emission levels. The NO emission contri
bution is only due to thermal NOx formation since the fuel 
used contains no fuel bound nitrogen. The variation of NO 
and CO was examined at different equivalence ratios and the 
results shown in Fig. 14 clearly indicate the incomplete oxi
dation of CO as the input fuel-air mixture is progressively 
changed from fuel lean to fuel rich operation conditions. The 
decrease of NO in both the fuel rich and fuel lean conditions 
is due to the lower peak flame temperatures. 
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Fig. 14 The evolution of NO and CO with crank angle at 1500 rpm at 
phi = 1.395, spark at 30 deg BTDC, XIGNIT = 5.5 x 103, C, = 2.4 x 1013, 
n = 1.3, a = 0.1, b = 1.65 and Xt = 0.14 and >)„ = 39.7 percent 

5 Conclusions 
The results presented here have shown the significant effect 

of engine operating parameters on combustion and emission 
characteristics. The data for volume-averaged cylinder pressure 
as a function of crank angle are compared with experimental 
data and shows a very good agreement. The peak pressure and 
temperature, and rates of pressure rise and temperatures are 
significantly affected with engine speed. The results support 
the general increase in fuel consumption and poor burning at 
higher engine speeds. The results obtained for CO, 02, NO, 
and temperature have also shown the expected trends under 
both the fuel lean and fuel rich operation of the engine and 
are similar to those reported in the literature for the chosen 
flat top piston geometry. Proper selection of the reaction rate, 
ignition energy and pressure correction term are critical for 
obtaining the good results. Systematic examination of these 
values have resulted in well defined value for each of the above 
parameters. These parameters can now be used for further 
development of the desirable combustion process which yields 
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high combustion efficiency and low pollution levels. It is, how
ever, advisable to selectively compare the calculated results 
with experimental results. This approach provides cost effec
tive means of developing advanced IC engine combustion 
chamber design that provides high level of fuel conversion 
efficiency and low pollution levels. It is believed that with the 
increased computational power now available, increased pre
dictive tools will be used in the future for enhancing our un
derstanding of the detailed combustion processes in combustion 
systems. 
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Flow Field in the Secondary, Seal-
Containing Passages of Centrifugal 
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This paper illustrates the impact of seal configuration on the through-flow leakage 
in centrifugal pumps with shrouded impellers. The flow model is based on the Petrov-
Galerkin finite element method, and the computational domain permits the primary/ 
secondary flow interaction at both ends of the clearance gap. The model is applied 
to a hydraulic pump with two different seal configurations for the purpose of 
comparison. The computed results show a strong dependency of the leakage flow 
percentage and swirl-velocity retention on the overall shape of the shroud-to-housing 
passage including, in particular, the seal geometry. The results are generally con
sistent with documented observations and measurements in similar pump stages. 
From a rotordynamic standpoint, the current computational model conceptually 
provides the centered-rotor "zeroth-order"flow field for existing perturbation models 
of fluid/rotor interaction. The flow model is applied to two different secondary 
passage configurations of a centrifugal pump, and the results used in interpreting 
existing rotordynamic data concerning the same passage configurations. 

Introduction 
Leakage flow in the shroud-to-housing gap of centrifugal 

pumps has significant performance and rotor-integrity con
sequences. First, it is the leakage flow rate, as determined by 
the through-flow velocity component, which is typically a ma
jor source of the stage losses. The swirl velocity component, 
on the other hand, is perhaps the single most predominant 
destabilizing contributor to the impeller rotordynamic behav
ior. Control of the through-flow velocity in the clearance gap 
is often achieved through utilization of a tight-clearance seal. 
Suppression of the flow swirl, however, requires careful design 
of the leakage passage and/or the use of such devices as the 
so-called swirl "brakes" (e.g., Childs et al., 1991) or straight
ening grooves/ribs in the inner housing surface (e.g., Ohashi, 
1988). Unfortunately, an efficient leakage control device, such 
as the labyrinth seal, may itself trigger an instability problem 
of fluid-induced vibration (Childs and Elrod, 1988). In the 
current study, two seal configurations, comprising part of the 
shroud-to-housing passage in a centrifugal pump, are analyzed 
for comparison. In both cases, the impeller geometry and the 
pump operating conditions are identical. 

The current computational tool is an expanded version of 
a finite-element model which was previously proposed by the 
authors (Baskharone and Hensel, 1989), where the mere idea 
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2Currently with Westinghouse Savannah River Technology Center, Aiken, 
South Carolina. 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
August 10, 1992; revised manuscript received December 30, 1992. Associate 
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of including primary-flow segments in the computational do
main definition was introduced. This was a means of avoiding 
the need for what would otherwise be unrealistic boundary 
conditions at the primary/secondary flow interface. The model, 
initially based on a laminar flow assumption, has since been 
upgraded by recognizing such aspects as turbulence and inertia 
domination of the flow field. 

The outcome of the current study is tightly linked to the 
rotordynamic stability analysis of shrouded pump impellers. 
This is true in the sense that the numerical results can essentially 
be utilized as the "zeroth-order" flow field in existing per
turbation models (e.g., Baskharone and Hensel, 1991a) for 
computing the stiffness, damping and inertia coefficients of 
the fluid/shroud interaction forces, as the impeller axis under
goes a whirling motion around the housing centerline. Accu
racy of these rotordynamic coefficients was reported by 
Baskharone and Hensel (1991a) to be a strong function of the 
centered-impeller flow solution, which is under investigation 
here. 

Analysis 
Figure 1 shows the primary and secondary flow passages in 

a typical pump stage, and the computational domain under 
consideration. The latter includes two primary-flow segments, 
which render the domain to a double/entry, double/departure 
flow region. Also shown in Fig. 1 are the major features of 
the finite element model in which a biquadratic curve-sided 
element (Fig. 2) is used as the discretization unit. 

Definition of the computational domain in the manner shown 
in Fig. 1 is hardly traditional. Inclusion of two primary flow 
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• PRIMARY FLOW 

SECONDARY FLOW 

Fig. 1 Definition of the computational domain in a typical centrifugal 
pump 

O VELOCITY IS A DEGREE OF FREEDOM 

(S) VELOCITY AND PRESSURE ARE DEGREES OF FREEDOM 

,®> Or -® 

LOCAL FRAME OF REFERENCE PHYSICAL FRAME OF REFERENCE 

Fig. 2 Biquadratic nine-noded finite element of the Lagrangian type 

segments in this domain is aimed at facilitating, to a reasonable 
level, the primary/secondary flow interaction effects at both 
ends of the secondary passage, without resorting to a much 
larger numerical model, had the impeller subdomain been 
added. Existing computational models, by comparison, treats 
the secondary passage as totally isolated from the primary-
flow passage (e.g., Childs, 1989). As seen in Fig. 1, inclusion 
of the primary-flow passages (labeled a-b-d-c and e-f-h-g) 
clearly alleviates the need to specify what would otherwise be 
grossly simplified boundary conditions at the two primary/ 

secondary flow interaction locations at both ends of the sec
ondary-flow passage. 

It might appear, at first, that the current flow problem is 
solvable using one of the existing commercial flow codes. How
ever the very nature of the computational domain, as a multiple 
entry/departure flow region, and some of the corresponding 
boundary conditions (discussed later in this section) are too 
nontraditional for such codes. 

Flow-Governing Equations. The momentum and mass 
conservation laws governing the swirling axisymmetric flow of 
the incompressible fluid in Fig. 1 can be expressed as follows: 

V§¥r+V$Ir_n=_ldp 
dr z dz r p dr 

+ V - ( v f V K , ) 

+ dr dr r2 r+dz dr W 

vdV, dVeVrVt „ , . . . 
dr dz r 

r dVz „ dVz 

dr dz 

-

i dp 

p dz 

r dr r2 Vg (2) 

T,s dv,dVz dv,dVr ,„, 
+ V . f e f V F , ) + - - + ¥ - (3) 

dr dz r 
(4) 

where: 

Vr, V9, and Vz are the r, 6, and z velocity components 
p = is the static pressure, 
p = is the flow density, 

v, and veff = are the eddy and effective kinematic viscosity 
coefficients, respectively. 

Turbulence Model. The turbulence closure in this study is 
that devised by Baldwin and Lomax (1978), together with an 
enhanced version of the near-wall zone treatment proposed by 
Benim and Zinser (1985). First, the effective kinematic viscosity 
i>eff, in Eqs. (1) through (3), is cast in terms of the molecular 
and eddy components, c/ and vt. In calculating the eddy com
ponent, v„ the procedure assumes the presence of two, inner 
and outer, layers. In the inner layer, the Prandtl-Van Driest 
formulation yields the following expression: 

v,,; = /2lwl (5) 

where the subscript i refers to the inner layer, and the symbol 
w stands for the local vorticity. The mixing length, /, in expres
sion (5) is defined as follows: 

A 

K,k 

L 

I 
M,(f, i,) 

N,U, n) 

= finite element area in 
the meridional plane 

= constants in the turbu
lence closure 

= length along the finite 
element boundary 

= mixing length 
= linear shape function 

associated with the fth 
corner node of a finite 
element 

= quadratic shape func
tion associated with the 
ith corner, midside or 

P 

u, 
V 

vz, ve, vr 

w 
w, 

interior node of a finite 
element 

= static pressure 
= tip speed of the pump 

impeller 
= absolute velocity vector 
= absolute velocity com

ponents in the cylindri
cal frame of reference 

= relative velocity vector 
= weight function in the 

Petrov-Galerkin 
weighted-residual anal
ysis 

Z, r 

l-n 

V 

p 
Tw 

[*), 1*) 

0 
CO 

= coordinates in the me
ridional plane 

= coordinates in the ele
ment local frame of 
reference 

= kinematic viscosity 
= density 
= wall shear stress 
= global and element vec

tor of unknown veloc
ity components and 
pressure 

=. impeller spinning speed 
= vorticity 
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© F I N I T E - E L E M E N T NODES 

8 EDDY VISCOSITY COMPUTATION POINTS 

COfl = CO — 2 Q (9) 

MERIDIONAL PLANE 

Fig. 3 Near-wall refinement for accurate prediction of the eddy 
viscosity 

l = ky 1-expf- y 

A + r J*u 

1 y; and (6) 

where: 
y = the distance normal to the nearest wall, 

A+ = the sublayer thickness, 
TM = the wall shear stress 

The model switches from Van Driest formulation to that of 
the outer region at the smallest value of y for which the inner 
and outer values of the eddy kinematic viscosity are equal. The 
formulation for the outer layer is given by: 

vt, o — KCcpFmixymiiKFKLEB (7) 

where: 

=JWl«l 1 - e x p -r 
A + 

; and 

FKI.F.R — 1 + 5.5 C, 

with j>max referring to the value of y at which Fmax occurs. The 
various constants in Baldwin-Lomax model are as follows: 

A* =26, k=QA, K= 0.0168, Ccp=l.6; and CKLEB = 0.3 

A modification to the Baldwin and Lomax turbulence clo
sure was made in the current study to accommodate the angular 
motion of the shroud surface (Fig. 1). Referring to the defi
nition of the inner-layer kinematic eddy viscosity, and consid
ering the case in which the layer is attached to this rotating 
surface, the vorticity and wall shear stress were both defined 
on the basis of the relative velocity (W) as opposed to the 
absolute velocity (V), where: 

W = V-Q/-e„ (8) 
where: 

Q = the rotor spinning speed 
r = the local radius 

e9 = the unit vector in the positive tangential direction 
In this case, the relative vorticity (COR) is expressible in terms 
of the absolute vorticity (co) as follows: 

Calculation of the eddy viscosity in the outer layer (Eq. (7)), 
as pertaining to the rotating surface, was consistently per
formed using the relative flow properties. 

Computation of the wall shear stress, TW, is based on the 
near-wall zone treatment proposed by Benim and Zinser (1985). 
The assumption here is that the universal law of the wall at 
any wall location is extendible to an interior computational 
node that is closest to the wall at this location (Fig. 3). Referring 
to this minimum distance from the wall by>>min, the following 
expression for the wall shear stress is then obtained: 

vpWm 

Kl^D P "min^min 

^•mir 
In [EC^ymin 

for jCin< H-6 

for v+in> 11.6 

(10) 

where: 

P<-D 
CD = 0.09, K = 0 . 4 , £ = 9 . 0 

The symbol Wmin in expression (10) refers to the interior-node 
velocity relative to the wall for a rotating wall segment, and 
is identical to the absolute velocity otherwise (Fig. 3). Note 
that the outcome of this equation in the case where y^m S: 11.6 
is a recursive relationship since the wall shear stress TW now 
appears on both sides of the equation. An iterative procedure 
is executed, in this case, to compute TW. 

Enhancement of the accuracy of the preceding turbulence 
closure, including the near-wall model, is achieved with the 
aid of an array of points that is different from the primary 
set of computational nodes in the finite-element model. This 
is in contrast to the model by Benim and Zinser, where the 
flow properties at the finite-element node closest to the wall 
were used to calculate the wall shear stress. Figure 3 shows an 
enlarged segment of the computational domain near a generally 
rotating wall, in which the primary nodes in the finite-element 
discretization model are identified by hollow circles, while the 
points used in the eddy viscosity computations at the typical 
node " / " are solid circles. The objective here was twofold; to 
estimate the cut-off location between the inner and outer layer 
with sufficient accuracy, and to capture the steep gradients of 
the flow variables near the solid wall. 

Boundary Conditions. Referring to the flow-permeable 
boundary segments in Fig. 1, the boundary conditions over 
these segments are as follows: 

(/') Stage Inlet Station. This is the boundary segment a-b 
in Fig. 1, which is located sufficiently far upstream from the 
impeller. Fully developed flow is assumed at this location, 
giving rise to the following boundary condition: 

dVr 
dz 

dVe 
' dz ' dz 

= 0 

In addition, the stage-inlet static pressure is specified at the 
node midway between the endwalls on this station. 

(H) Impeller Inlet and Exit Stations. These are labeled c-
d and e-f in Fig. 1. Fixed profiles of the velocity components, 
corresponding to the stage operating conditions, are imposed 
over these boundary segments. Note that the operating con
ditions here involve the primary impeller passage, and do not 
include the secondary mass flow rate. 

(Hi) Stage Exit Station. The flow behavior at this station 
(designated g-h in Fig. 1) is viewed as predominantly confined 
to satisfying the mass and angular momentum conservation 
equations in a global sense. In their derivative forms, these 
can be expressed as follows: 

704 / Vol. 115, DECEMBER 1993 Transactions of the ASME 

Downloaded 02 Jun 2010 to 171.66.16.106. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



— = - - a n d — = - — 
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These two boundary conditions are linear and are, therefore, 
introduced non-iteratively in the numerical solution process. 
Moreover, a zero normal derivative of Vz is imposed over this 
station, and the stage-exit static pressure is specified at the 
computational node midway between the endwalls on this sta
tion. 

As for the solid boundary segments in Fig. 1, namely those 
of the housing and shroud as well as the hub surface segment 
b-d, the no-slip boundary condition applies as follows: 

Vr = Q>, K2 = 0and Ve=C 

where C is equal to (fir) and zero for rotating and nonrotating 
boundary segments, respectively. 

Finite-Element Formulation. A special version of the Pe-
trov-Galerkin weighted residual method is used to derive the 
finite-element form of the flow-governing equations. The cur
rent approach ensures upwinding of the convection terms in 
the momentum equations while preserving the elliptic nature 
of the diffusion terms. This, for a simple orthogonal grid, 
would be equivalent to backward-differencing the convection 
terms and central-differencing the diffusion terms in the con
ventional finite difference analyses of inertia-dominated flows. 
Successful implementation of this strategy, within a finite-
element context, was achieved by Hughes (1978) for only simple 
(linear and bi-linear) finite-element configurations by modi
fying the integration algorithm in the process of deriving the 
element equations. This effectively eliminated the "wiggles" 
in the streamwise pressure variation which are typically as
sociated with the conventional Galerkin's weighted residual 
approach when applied to high Reynolds number flows, such 
as the present. Expansion of essentially the same concept to a 
highly accurate biquadratic element, is employed in the current 
model, by selecting the weight functions on a term-by-term 
basis. 

The characteristic features of the finite element discretization 
model in the current study are shown in Fig. 1. The discreti
zation unit, which is a nine-noded curve-sided finite element 
of the Lagrangian type (Zienkiewicz, 1971) is separately shown 
in Fig. 2 in both the local and physical frames of reference. 
Within a typical element (e), let the spatial coordinates be 
interpolated as follows: 

z{e) = S N,(f, Tj)*,-, /•<«> = 2 N,(r, V)n 

was implemented, whereby the element shape functions, Mk 

were used in conjunction with the continuity equation. On the 
other hand, quadratic functions which include the element 
shape functions "N" and a set of derived functions "W" 
were used in conjunction with the momentum equations in 
such a way to ensure full upwinding of the convection terms. 
Of these, the functions "W" were previously defined by Hein-
rich and Zienkiewicz (1977) in terms of the shape functions 
and some upwinding constants which depend on the element 
geometry and local velocity direction. 

With the weight functions now defined, derivation of the 
finite-element equivalent to Eqs. (1) through (4) is straight
forward. The process requires linearization of these equations, 
using known values for the velocity components and eddy 
viscosity, and use of Gauss divergence theorem. The final form 
of these equations for the typical element (e) is as follows: 

[ ff» /dNjdN, dNidN\ „ / - , dN, .-, dN\ 

V > * 
Vr dr + Vz dz 

-Ni 
dv, dNj Utff 

dr dr 
+ -3iAf,N/- rdA Vr 

NM/rclA 

"I. 

f [ dv,dNj 
)A{e)i ' dz dr 

^N^rdA 
p dr Pk = vasN, (Tt>Wr)dL 

L«0 

•zlM \H 
ni) 

dr dr dz dz J \ dr dz 

+ 7**7+-7W"" 

! i Nt -—r-2 rdA 
dr dz 

Vr,j + 

Ve[[rNi(n'VVl))dL (12) 

L i Vett\d7d~d7 
"AM' 

dNidN,- , .. dNj . dNj\ XIdv,dNj. JA 

<>A{e)JP 

dAh 
dr 

rdA Pk = ve!frNi(n.VVz)dL (13) 
z » 

where N( are quadratic "shape" functions associated with the 
element corner, midside and interior nodes. Next, the flow 
variables are interpolated throughout the element in a similar 
fashion. Guided by the Ladyshenskaya-babuska-brezzi com
patibility requirements (Carey and Oden, 1986) for the problem 
at hand, the velocity components and pressure are expressed 
as follows: 

/ = i * = i 

where Mk are the linear shape functions associated with the 
element corner nodes. 

According to the weighted residual method, the error func
tions produced by Eqs. (1) through (4) as a result of substituting 
the interpolation expressions, above, are then made orthogonal 
to a special set of weight functions over the finite element 
subdomain. In constructing the latter set of functions, the so-
called error consistency criterion of Hood and Taylor (1974) 

J i Mk^ + -rMkNj)rdA Vr 

\ WfrdA 
J

/ 4 (e ) J °Z 

Vi,j = 0 (14) 

In these equations, the subscripts " i " and "j" vary from 1 to 
9, while "k" varies from 1 to 4. Also the symbol 0 in these 
equations signifies a value that is known from a previous it
eration or an initial guess. The global set of equations is achieved 
by assembling Eqs. (11) through (14) among all elements, for 
the current iterative step, and the result is a system of linear 
algebraic equations in the flow nodal variables. 

Results and Discussion 

Two secondary-flow passage configurations, corresponding 
to the same impeller geometry and operating conditions, were 
chosen for comparison. These are shown in Fig. 4, and feature 
a conventional wear-ring and a face seal as part of the sec
ondary passage. The pump, which was the focus of rotordy-
namic testing by Sulzer Bros. (Bolleter et al., 1989), has the 
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WEAR-RING SEAL 
CONFIGURATION 

, 0 . 1 

0.2 

Fig. 4 Sulzer Bros.' wear ring and face-seal pump configurations 
(Bolleter et al., 1989) 

LEAKAGE-PASSAGE INLET SUBDOMAIN 

LEAKAGE-PASSAGE EXIT SUBDOMAIN 

A B 

Fig. 5 Meridional velocity vector plot for the wear ring-seal pump 
configuration 

following characteristics and design-point operating condi
tions. 

Impeller tip radius = 17.5 cm 
Impeller speed = 2000 rpm 
Working medium is water at 30 °C 
Volumetric flow rate= 130 1/s 
Total head = 68 m 
Reynolds' number (based on the tip speed and ra

dius) = 8.02 x 106 

In creating the finite-element models in Fig. 4, a total of 
thirteen computational nodes were placed on each cross-flow 
grid line in the seal region. These nodes were closely spaced 
near the walls in anticipation of large velocity gradients there. 
In an early numerical experimentation phase of the study, this 
finite-element grid was proven to provide a good flow reso
lution and rule out any significant grid dependency of the 
computed flow field. 

Figure 5 shows a plot of the computed meridional velocity 
component for the conventional wear-ring seal configuration. 
This component, together with the corresponding swirl velocity 
and static pressure (Figs. 6 and 7) constitute the flow solution 
corresponding to the current model. Examination of Fig. 5 
reveals that the shroud-to-housing flow is experiencing a pro
nounced recirculatory motion in the secondary-passage seg
ment leading to the wear-ring seal. This is a result of the 
tendency of the fluid particles adjacent to the shroud to migrate 
radially outwards due to the centrifugal force caused by the 
shroud rotation, on one hand, and the tendency of those par-

Fig. 6 Contour plot of the nondimensional swirl velocity for the wear 
ring-seal pump configuration 

Fig. 7 Contour plot of the nondimensional static pressure for the wear 
ring-seal pump configuration 

tides near the housing to proceed radially inwards as a result 
of the static pressure differential across the passage, on the 
other. 

Contours of the swirl velocity component and static pressure 
associated with the secondary flow field are shown in Figs. 6 
and 7, respectively. The swirl velocity values in Fig. 6 are 
nondimensionalized using the impeller tip speed U„ and the 
nondimensional pressure (J?) in Fig. 7 is defined as follows: 

_ (P 
P = 

-Pi) 

with p and p, referring to the local and stage-inlet pressures, 
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Fig. 10 Contour plot of the nondimensional static pressure tor the face-
seal pump configuration 

Fig. 8 Meridional velocity plot for the face-seal pump configuration 

0.4 

Fig. 9 Contour plot of the nondimensional swirl velocity for the face-
seal pump configuration 

respectively. Also shown in Fig. 7 is a magnified view of the 
wear-ring seal where the major part of the pressure differential, 
across the leakage passage, takes place. 

The meridional and swirl velocity components, along with 
the static pressure obtained for the face-seal pump configu
rations are shown in Figs. 8 through 10. Again, the meridional 
velocity vectors, in Fig. 8, indicate a strong recirculatory mo
tion in virtually all segments of the secondary passage. Rea
soning of this flow behavior was discussed earlier. However, 
a unique, and perhaps peculiar, flow structure is seen to exist 
in the horizontal segment of the leakage passage in Fig. 8, 
where radial shifting of the flow trajectories and vortex break
down takes place. It is apparent, however, that the magnitude 
of the pressure gradient in this low-radius region exceeds that 

of the centrifugal force. This seems to weaken the flow recir
culation in this leakage-passage segment, confining it to the 
shroud side of the leakage passage. 

There is a rather modest amount of experimental data to 
validate the computed flow field in Figs. 5 through 10. First, 
it was indicated by Sulzer Bros, that the average swirl velocity 
component at the leakage-passage inlet station was measured, 
for the face-seal pump configuration under the above-men
tioned operating conditions, to be approximately 0.5 of the 
impeller tip speed (Childs, 1989). With the current finite-ele
ment model, the average value of this velocity component was 
computed to be 0.526 of the tip speed. Note that the shroud-
to-housing swirl velocity profile, which gave rise to this average 
value, is not specified a priori, but is rather part of the finite-
element flow solution (Fig. 9). This advantage, as indicated 
earlier, is a result of including primary flow segments in the 
computational domain definition (Fig. 4). Further experimen
tal observations which are consistent with the computed flow 
field in this study concern the recirculatory pattern of the 
meridional flow (Fig. 8), and were qualitatively reported by 
Guelich et al. (1989). 

Rigorous verification of the seal friction resistance was not 
quite attainable. This was particularly the case for the face-
seal configuration, which is rather an uncommon seal type. 
Indeed the only "vaguely" similar problem in literature is that 
of a rotating disk in a stationary chamber (e.g., Daily and 
Nece, 1960) or in open space (e.g., Uzkan and Lipstein, 1986). 
Such studies were focused on the pumping of secondary, often 
cooling, flow over the face of what is typically a bladed-rotor 
disk between the shaft and the disk tip radius. The flow di
rection in this case would naturally be radially outwards, in 
contrast to that of the face seal flow (Fig. 4), which is pre
dominantly driven by a strong inward pressure decline. Vali
dation of the wear-ring seal results, on the other hand, may 
appear possible in light of such experimental correlations as 
those of Yamada (1962). The fact, however, is that Yamada's 
study did not account for the seal-inlet preswirl velocity which, 
by reference to Fig. 6, is hardly confined to a thin layer adjacent 
to the rotor, nor did the study address the complex flow pattern 
at the end of the shroud-to-housing gap leading to the seal 
segment (Fig. 4). In fact, the combination of these two real 
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flow effects lead to an early, but localized, flow separation 
over the shroud surface at the point marked " S " in Fig. 6, a 
situation that was not encountered in Yamada's study, where 
only simple isolated annular seals were tested. 

Fortunately, the authors were recently able to validate the 
current computational model, including the turbulence closure, 
for a straight annular seal using Yamada's experimental data 
(Baskharone and Hensel, 1991). The seal under consideration 
had a clearance/length ratio of 0.034, and a Reynolds' number 
(based on the clearance width and inlet through-flow velocity) 
of 13,280. The computed seal, resistance for this seal was re
ported to be in excellent agreement with Yamada's experi
mental data. Furthermore, the agreement between the 
computed profiles of through-flow and tangential velocity 
components and those of Morrison et al. (1988) was equally 
favorable. 

Performance assessment of the two secondary-flow passages 
(Fig. 4), in light of the numerical results, involves their effec
tiveness as leakage suppressants and swirl dissipators. In order 
to determine the leakage control capacity of each passage, the 
mass flux was integrated at the passage inlet station. The results 
indicated that the leakage-flow rates in the wear-ring and face-
seal pump configurations were 0.0011 and 0.0038 mVs, re
spectively. These represent 0.85 and 2.92 percent of the primary 
flow rate, and illustrate the relative superiority of the wear-
ring seal configuration, as a leakage-control device over the 
face-seal alternative. This, in part, is due to the highly favorable 
streamwise pressure gradient across the face seal as a result of 
the substantial radius diminishment, between the seal inlet and 
exit station, which lessens the boundary layer build-up over 
the solid walls and eliminates the likelihood of any flow sep
aration. On the other hand, the tendency of the fluid particles 
to migrate radially outwards near the constant-radius shroud 
surface, in the case of the wear-ring seal, added to the complex 
flow structure in the passage leading to the seal, create an 
environment for an early flow separation over the shroud sur
face (location " S " in Fig. 6). Despite the rapid flow reattach
ment, in this case, the recirculation region, following the 
separation point, has the effect of enhancing the seal frictional 
resistance and, therefore, the sealing effectiveness of the wear-
ring seal configuration by comparison. Another contributing 
factor behind the wear-ring effectiveness, as a leakage-control 
device, is the existence of a substantial recirculation zone at 
the seal-exit station (Fig. 5), with practically no comparable 
seal-exit flow behavior in the case of the face-seal configuration 
(Fig. 8). As for the swirl velocity dissipation across the sec
ondary passage, examination of Figs. 6 and 9 reveals that the 
"kink" in the secondary passage of the face-seal pump con
figuration (Fig. 9), is causing a sudden and measurable re
duction in the swirl velocity in the axial passage segment, with 
no equivalent swirl velocity reduction mechanism in the wear-
ring seal pump configuration. More importantly, the average 
swirl velocity component at the secondary passage inlet station 
(designated x-x in Fig. 4) was found to be as low as 0.526 of 
the impeller tip speed for the face-seal pump configuration, 
as opposed to 0.812 for its counterpart. Worth noting is the 
fact that the choice of station x-x in Fig. 4 is consistent with 
that of Childs (1989), as a meaningful parameter in interpreting 
the rotordynamic behavior of the same pump configurations 
in Fig. 4. Although these swirl characteristics of the face-seal 
pump configuration are not quantitatively convertible into a 
rotordynamic stability-related factor, it is established (Childs 
et al., 1991) that swirl suppression at the secondary passage 
inlet station is among the most effective tools for shrouded-
impeller rotordynamic stability enhancement. This, in view of 
the current results, would imply that the face-seal pump con
figuration provides a less destabilizing effect. The conclusion 
here is consistent with the experimental findings of Bolleter et 
al. (1989), who reported comparable direct-damping coeffi
cients for the fluid/shroud interaction system, but a signifi

cantly lower cross-coupled stiffness coefficient for the face-
seal pump configuration. Since unstable operation of the im
peller (in the form of a whirling motion) is triggered by low 
direct damping and/or high cross-coupled stiffness, the ex
perimental measurements suggest that the face-seal pump con
figuration results in a more stable impeller operation, which 
is what the numerical results seem to imply. 

Concluding Remarks 
The finite-element model of the pump secondary flow in 

this paper is a versatile tool for predicting the leakage-suppres
sion and rotordynamic-stability characteristics of viable sec
ondary-passage designs. The model accuracy stems from the 
manner in which the computational domain is defined to permit 
the typically strong primary/secondary flow interaction. Sim
ulation of the flow turbulence and recognition of the inertia 
domination in formulating the problem makes the model ap
plicable to a wide range of real-life operating conditions. The 
model was applied to two representative configurations of seal-
containing secondary passages in an existing centrifugal pump 
stage for code verification and seal-performance assessment 
purposes. The results are consistent with experimental meas
urements concerning the same pump, and documented obser
vations in similar secondary-passage configurations. The 
computed flow field in the current study constitutes the so-
called "zeroth-order" flow solution in existing perturbation 
models of the fluid-induced vibration of shrouded pump im
pellers. This explains the desire for an accurate flow field in 
the secondary passage, since the output of such perturbation 
models would naturally be a strong function of the flow be
havior prior to the impeller excitation. 
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Numerical Simulation of Laminar 
Flow of Yield-Power-Law Fluids in 
Conduits of Arbitrary Cross-
Section 
A numerical model has been developed to simulate laminar flow of Power-law and 
Yield-Power law fluids in conduits of arbitrary cross-section. The model is based 
on general, nonorthogonal, boundary-fitted, curvilinear coordinates, and represents 
a new approach to the solution of annular flow problems. The use of an effective 
viscosity in the governing equation of the flow allows the study of the flow behavior 
of any fluid for which the shear stress is a function of shear rate only. The model 
has been developed primarily to simulate annular flow of fluids used in drilling and 
completion operations of oil or gas wells. Predicted flow rates versus pressure 
gradient for laminar flow of Newtonian fluids in concentric and eccentric annuli, 
and Power-law fluids in concentric annuli compare very well with results derived 
from analytical expressions. Moreover, the predictions for laminar flow of Power-
law and Yield-Power-law fluids in eccentric annuli are in excellent agreement with 
numerical and experimental data published in the literature. The model was also 
successfully applied to the case of laminar flow of Power-law fluids in an eccentric 
annulus containing a stationary bed of drilled cuttings and the results are presented 
herein. 

Introduction 
During the drilling phase of oil/gas wells, a drilling fluid, 

which is usually a non-Newtonian fluid, is pumped down the 
drill-string. This fluid returns through the annular gap between 
the string and the casing wall, and carries to the surface the 
drilled cuttings generated at the bottom of the hole. With the 
recent development in directional and horizontal drilling tech
nology, there is a great deal of interest in the understanding 
and modeling of cuttings transport in highly inclined wellbores. 
In this case, the problem of cuttings transport is further com
plicated due to the eccentricity of the annulus and the probable 
presence of a cuttings bed (Fig. 1). With these additional pa
rameters, the development of a model for cuttings transport 
becomes more difficult and requires a thorough understanding 
of the drilling mud flow behavior in the irregular annular 
geometry. 

An early contribution to the understanding of annular flow 
is due to Lamb (1945) who derived an equation that relates 
flow rate to frictional pressure drop for the laminar flow of 
a Newtonian fluid in a concentric annulus. Piercy et al. (1933), 
on the other hand, investigated the flow of a Newtonian fluid 
through an eccentric annulus and derived an analytical solution 
to the equation of motion by using a complex variables trans-
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jjCuilings Bed j 

Fig. 1 Flow geometry for a partially blocked annulus 

formation approach. According to White (1974), this impor
tant work by Piercy et al. (1933) has often been overlooked 
by other investigators. For instance, Redberger and Charles 
(1962) used bipolar coordinates together with a conformal 
transformation to obtain a numerical solution for the case of 
laminar flow of a Newtonian fluid in an eccentric annulus. 

The first analytical solution to the concentric annular flow 
of a non-Newtonian fluid was derived by Fredrickson and Bird 
(1958). They presented a relationship between flow rate and 
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pressure drop in graphical forms for Bingham-plastic and 
Power-law fluids. An excellent study in the area of non-New
tonian fluids in eccentric annuli was performed by Guckes 
(1975). He used bipolar coordinates and a finite-difference 
technique to solve the equations of motion. However, his com
putational model is unstable at high eccentricities. The method 
of bipolar coordinates was also used by Haciislamoglu (1990) 
to investigate the flow of Yield-Power-law fluids in eccentric 
annuli. Tao and Donovan (1955), on the other hand, were the 
first to develop the so-called "narrow-slot" model. They tried 
to approximate the eccentric annulus by a slot of variable 
height. However, their mathematical expression for the slot 
height was incorrect. Although this expression was later cor
rected by Iyoho and Azar (1981), the model is still restricted 
to annuli with large inner to outer radius ratios. 

None of the models mentioned above can be applied to cases 
where the annular geometry is deformed, such as the case of 
a partially blocked annulus due to accumulation of drilled 
cuttings. The purpose of the present study is to develop a 
numerical model which can be used to simulate the flow be
havior of Power-law and Yield-Power-law fluids in conduits 
of arbitrary cross-section. A new approach based on general, 
non-orthogonal, curvilinear coordinate system is adopted in 
this work. This frees the computational simulation from ge
ometry restriction which is a major drawback of all the models 
that have been developed in the past. 

Governing Equation 

The axial momentum equation for steady-state, fully de
veloped laminar flow of incompressible fluids in an annulus 
of arbitrary, constant cross-sectional area (see Fig. 1) may be 
written as (see for instance, Haciislamoglu, 1990): 

r = T0 + K Y" (Yield-Power-law) (2) 

d_ 

dy 
/*(r) 

du 

Yy dz 
MH 

du 

Tz 
dP 

'' dx (1) 

where u is the axial velocity (x-direction), dP/dx is the total 
axial pressure gradient which includes gravitational terms, x, 
y, and z are Cartesian coordinates, and n(Y) is the effective 
viscosity which is a function of the shear rate Y whose math
ematical expression depends on the type of rheological model 
used. The advantage of using an effective viscosity is that any 
fluid, for which the shear stress is a function of shear rate only 
and no additional normal stresses are produced by shearing, 
can be considered by obtaining the appropriate expression for 
JJ,(T) and substituting it into Eq. (1). 

Equation (1) is to be solved subject to a no-slip condition at 
all solid boundaries. An integral form of the continuity equation 
is used to compute the flow rate for a given pressure gradient. 

Rheological Models. A review of technical literature re
veals that many rheological models have been developed in the 
past. The rheological behavior of drilling muds and cement 
slurries is closely matched by the Yield-Power-law model (see 
Zamora and Lord, 1974) and, to a lesser extent, by the Power-
law model. The relationships between shear stress and shear 
rate for these two models are given by: 

and 

T = KY" (Power-law) (3) 

where T is the shear stress, To is the yield-point shear stress, K 
is the consistency index, n is the flow behavior index, and Y 
is the shear rate defined below. The constants T0) K, and n are 
commonly called "model parameters." It can be noticed from 
Eqs. (2) and (3) that Yield-Power-law and Power-law models 
involve 3 and 2 parameters, respectively. These parameters are 
empirically determined. Also, notice that the Power-law model 
is a special case of the Yield-Power-law model for T0 = 0. 

For fully developed flow of isotropic fluids where u is the 
only nonzero velocity component, the shear rate Y takes the 
form (Bird et al., 1960): 

r = 
0.5 

(4) 

In this study, both Yield-Power-law and Power-law models 
are incorporated into the numerical code, with the effective 
viscosity /x(T) expressed as: 

JX(Y) = T-^ + KY (Yield-Power-law) 

li(Y)=KY"~l (Power-law) 

(5) 

(6) 

Boundary-Fitted Curvilinear Coordinate System. The flow 
domain under consideration (see Fig. 1) is not easily described 
in any of the classical coordinate systems due to the irregular 
shape of the boundaries. The use of such systems will inevitably 
pose a problem both in implementing boundary conditions and 
in writing a general code to solve the governing equation. 
Therefore, an alternative system consisting of boundary-fitted 
curvilinear coordinates (Anderson et al., 1985) is suggested. 
The cardinal feature of such a system is that some coordinate 
line coincides with each boundary of the physical domain. This 
allows boundary conditions to be specified entirely along co
ordinate lines without need of interpolation. As shown in Fig. 
2, the physical domain in the (y, z)-space is mapped to a 
rectangular computational region in the (f, ij)-space, where f 
and i) are the new coordinates. This technique frees the com
putational simulation from geometry restriction and allows a 
general code to be written in which the shape of the physical 
region is simply specified by input. 

Using this approach, Eq. (1) is recast in this new coordinate 
system according to a transformation of the form: 

v = v(y, z) (7a) 
f = fO, z) (76) 

Furthermore, partial derivatives with respect to y and z are 
transformed to partial derivatives in the transformed plane (f, 
j)) according to the following expressions: 

dy-Vydv
 + ^d^ 

(8a) 

(&b) 

N o m e n c l a t u r e 

dP/dx = axial pressure gradient (psi/ 
in.) 

e = eccentricity of the annular 
geometry (dimensionless) 

H = thickness of the cuttings 
bed (in.) 

J = Jacobian of the transfor
mation (dimensionless) 

K = 

Q 

n 
u 

consistency index (lbf«s / 
ft2) 
flow behavior index 
(dimensionless) 
flow rate (gal/min) 
casing radius (in.) 
dillpipe radius (in.) 
axial velocity component 
(ft/s) 

x,y, z 
a, P, y 

Y 
M(H 

v, r 
T 

TO 

= Cartesian coordinates (in.) 
= coordinate transformation 

parameters (dimensionless) 
= total shear rate (s_1) 
= effective viscosity (lbf«s/ft2) 
= boundary-fitted coordinates 

(in.) 
= shear stress (psi) 
= yield-point shear stress (psi) 
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Fig. 2 Mapping of physical plane to computational plane 

where subscripts denote differentiation, and the metrics are 
given by the following identities: 

-zr/J (9a) Vy--

=VJ V. 

^=yv
/J 

- z / J 

(9b) 
(9c) 

(9c?) 

When the above transformations are applied to Eq. (1), it takes 
the form: 

d_ 
J 

du du 

d_ du 
-y = J 

dP 
dx 

(10) MT) I du 
J \P dr, • dt/ 

where J is the Jacobian of the transformation and is given by: 

and a, j3, and y are coordinate transformation parameters given 
by: 

a=yl + 4 (12a) 

fi=A + $ (126) 
y=ysyv-zvzt (12c) 

Solution Procedure 
Finite-difference expressions in the computational plane are 

used to approximate Eq. (10), and thus a grid generation scheme 
is necessary to map grid points from the transformed space to 
the physical domain. An excellent review of grid generation 
techniques is given by Thompson et al. (1985). An algebraic 
scheme is used in this study to provide this mapping. Hyper
bolic-tangent stretching functions are then used to cluster grid 
points in regions where the gradient of the flow variables is 
expected to be large. Figure 3 shows typical grids used in the 
computation. Notice that only half of the physical domain 
needs to be considered because of symmetry. 

All partial derivatives are discretized using second-order cen
tral differencing at all interior points. In the case of an eccentric 
annulus with no blockage, second-order forward differencing 
is used at the boundary rj = 0 (inner pipe wall), second-order 
backward differencing at i\ = ^max (casing wall), and reflective 
boundary conditions at f = 0 and f = fmax. For the case of 
a partially blocked eccentric annulus, second-order forward 
differencing is used at f = 0, with the remaining boundaries 
treated in a similar manner as the previous case. Substitution 
of the finite-difference equivalents of the various derivatives 
into Eq. (10) results in a system of algebraic equations for the 
velocity component u which is then solved by the Gauss-Seidel 
method. 

Equation (10) contains two unknowns: u and fi(T). However, 

(a) Ecccnoic Annulus (b) Eccentric Annulus with a Bed of Cuttings 

Fig. 3 Typical grid point distributions 

/x(F) is a function of gradients of u as can be seen from Eqs. 
(4)-(6). Thus, calculations of ju.(P) are lagged behind those of 
u by one iteration step. After each iteration step, the new values 
of u are used to compute V and then either Eq. (5) or Eq. (6) 
is used to update the effective viscosity /z(T). This procedure 
is repeated until the desired convergence of u is achieved. 

The case of a Yield-Power-law fluid requires further con
sideration. Indeed, the occurrence of T in the denominator of 
Eq. (5) inevitably gives rise to computational difficulties if the 
shear rate T becomes vanishingly small (for instance, in plug 
flow region). A way around these difficulties is to impose a 
lower limit on the computed values of T. This procedure is 
briefly described below. 

First, an arbitrary lower limit value for T is chosen (for 
example, 10"6 s - 1 is used in this study). Computed values of 
r are then compared to this limit and if a value of T is found 
to be smaller than this limit, it is set equal to it. Iterations are 
then performed until convergence of the velocity u is achieved. 
Typically, 50 iterations are sufficient for the cases considered 
in this study. The limit is then decreased and the iterative 
procedure is repeated. The whole process is repeated until no 
significant change in the velocity profile can be noticed between 
two consecutive values of the lower limit. The smallest value 
of the lower limit reached for the cases under consideration is 
10-22s-' . 

A computer program in Fortran 77 was written to implement 
the solution procedure. Either flow rate or pressure gradient 
can be input. If the flow rate is input, the program uses the 
Secant method to determine the pressure gradient. 

Results and Discussion 
Power-law Fluids. Convergence of the numerical solution 

was investigated by independently refining the grid in the radial 
and the circumferential directions. The procedure used to de
termine the rate of convergence is described by Keller (1968) 
and by Blottner (1975). Successive grid refinement, coupled 
with Richardson's extrapolation, was used to perform an "ex
trapolation to zero mesh width" (Keller, 1968). The truncation 
error with respect to grid spacing in each direction was com
puted by comparing the calculated value of a given quantity 
to the "exact" (or extrapolated) value. The quantity examined 
in this study is the flow rate at a fixed pressure gradient (dP/ 
dx = 1.78 x 10'3 psi/in). 

Figure 4 shows the result of refining the radial grid spacing 
for Case A, with the geometry and fluid parameters listed in 
Table 1. Predictions for two values of n indicate second-order 
accuracy. Note that the errors in the predictions are larger for 
n = 0.5 than for n = 1.0. This is due to the velocity gradients 
near solid boundaries being larger for Power-law fluids {n < 
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Fig. 4 Percent error in flow rate versus number of grid points in the 
radial direction (Case A) 
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Fig. 5 Percent error in flow rate versus number of grid points in the 
circumferential direction (Case A) 

Table 1 Geometry and fluid parameters 

Case 

A 
B 
C1 

D 
E11 

F 
G 

r„ 
(in) 

2.5 
2.5 
0.363 
2.5 
0.30 
5.0 
2.5 

r, 
(in) 

1.19 
1.19 
0.23 
1.19 
0.098 
2.5 
1.19 

e 

(%) 
62 

0 
43 
62 
65 
— 
62 

n 

— 
— 

0.8 
— 

0.91 
0.7 
— 

K 
(lbfsVft2) 

0.01563 
0.01563 
0.0337 
0.01563 
0.10089 
0.00522 
0.002618 

T» , 
(lbf/ft

2) 

0 
0 
0 
0 

.141 

.5 
0 

—Not fixed. tWith limiting viscosity ft(F)mf nWith limiting viscosity JJ.(T)„ 
0.02526 lbfs/ft2 (1200 cp). 

= 0.14929 lbr-s/ft
2 (7150 cp). 

1.0) than for Newtonian fluids (n = 1.0). Figure 5 shows the 
results of refining the circumferential grid spacing, while hold
ing the radial grid spacing constant. The results also indicate 
second-order accuracy with respect to the circumferential grid 
spacing. It is interesting to note that there is little difference 
between the errors predicted for n = 0.5 and n = 1.0. This 
indicates that the gradients in this direction are basically of 
the same magnitude for the Newtonian and non-Newtonian 
fluids considered in this study. A study of Figs. 4 and 5 suggests 
that for non-Newtonian fluids, the numerical solution is more 
sensitive to the grid spacing in the radial direction than it is 
to the grid spacing in the circumferential direction. Results 
such as those presented in Figs. 4 and 5 may aid the program 
users in deciding how many grid points should be used in each 
direction to achieve the desired accuracy. 

The accuracy of the numerical solution was also verified by 
applying the numerical model to several cases where analytical 
solutions, numerical solutions, and experimental data are 
available. The analytical solution cases considered are for the 
laminar flow of Newtonian fluids in concentric and eccentric 
annuli derived by Piercy et al. (1933), and Power-law fluid in 
concentric annuli obtained by Fredrickson and Bird (1958). 
The predicted flow rates for given pressure gradients were 
compared with those obtained from analytical expressions. 
Comparison showed excellent agreement between the model 
predictions and the analytical solutions. For example, Fig. 6 
shows the variation of the flow rate with the pressure gradient 
for a Power-law fluid in a concentric annulus as predicted by 
the present model and the analytical expressions. The geometry 
and fluid parameters for this case are listed in Table 1 (Case 
B). 

The model predictions in the case of a Power-law fluid in 
an eccentric annulus (Table 1, Case C) were also compared to 
experimental data published by Mitsuishi and Ayoagi (1973). 

2000.0 

1500.0 

1000.0 

500.0 

0.000 0.002 0.004 0.006 0.008 0.010 

Pressure Gradient, psi/in 

Fig. 6 Flow rate versus pressure gradient in concentric annulus (Case 
B) 

The rheological behavior of the fluids (3.92 wt. percent HEC 
polymer solution) used by these authors, is a best fit by the 
Sutterby model (another 3-parameter fluid model, see Haciis-
lamoglu, 1989) which approaches a constant limiting viscosity 
at very low shear rates. The equivalent Power-law model pa
rameters were determined by Haciislamoglu (1989) and are 
used in the present work. The calculated effective viscosity 
was set equal to the limiting viscosity whenever its value became 
larger than the limit mentioned above. As shown in Fig. 7, 
there is a very good agreement between the experimental data 
and the numerical solution. It is also worth noticing that for 
flow rates below approximately 0.01 gal/min, the limiting vis
cosity causes a deviation from Power-law model behavior. (For 
Power-law fluids, the flow rate versus pressure gradient curve 
should be a straight line on a log-log plot.) 

The model was also applied to Power-law fluids with n values 
varying from 0.5 to 1.0, and a fixed flow rate (Q = 258 gal/ 
min), in a 62 percent eccentric annulus (Case D). Figures 8(a) 
and 8(b) show the predicted three-dimensional velocity profiles 
for n = 1.0 and n = 0.6, respectively. It is worth noticing 
that the velocity profile shown in Fig. 8(Z?) is more uniform 
than the one shown in Fig. 8(a). This is due to the slope of 
the velocity profile being steeper for non-Newtonian fluids than 
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Fig. 7 Measured and computed pressure gradient versus flow rate for 
power-law fluid (Case C) 

(a) n = 1.0 (b) n = 0.6 

Fig. 8 Velocity profile in a 62 percent eccentric annulus, 0 
min (Case D) 

258 gal/ 

it is for Newtonian fluids. Furthermore, these figures show 
the difference in the velocity profiles in the widening gap (above 
the drillpipe) and in the narrowing gap (below the drillpipe). 
Figure 9 shows the computed average velocity above and below 
the drillpipe (at the plane of symmetry) for several values of 
n (Table 1, Case G). Note that the average velocity in the 
narrowing gap is much smaller than that in the widening gap. 
For instance, for n = 1.0, the average fluid velocity above the 
drillpipe is 7.22 ft/s, while the average fluid velocity below the 
drillpipe is only 0.43 ft/s. A study of Fig. 9 reveals that a slight 
increase (about 2 percent) in the average fluid velocity above 
the drillpipe occurs as n decreases from 1.0 to 0.5. However, 
a relatively significant decrease (about 60 percent) in the av
erage fluid velocity under the drillpipe results when n decreases 
from 1.0 to 0.5. This is in contradiction to the common belief, 
based on pipe flow, that fluids having a low n-value provide 
a larger flow velocity under the drillpipe than Newtonian fluids 
do. This result has important implications in drilled cuttings 
transport. 

The effect of the flow behavior index n on the relationship 
between flow rate and pressure gradient is illustrated by Fig. 
10. It can be seen that for a given pressure gradient the flow 
rate increases significantly as n decreases. Furthermore, the 
relationship between pressure gradient and flow rate deviates 
from a straight line as n decreases. (It is assumed that the flow 
remains laminar for all of the flow rates shown.) 

The numerical model was also applied to the case of a par
tially blocked annulus. This situation occurs when drilled cut
tings accumulate in the narrowing gap of the annulus due to 

above drillpipe 

below drillpipe 

0.40 0.50 0.60 0.70 0.80 0.90 1.00 1.10 

Fig. 9 Average velocity below and above the drillpipe for several values 
of n, Q = 213 gal/min (Case G) 
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Fig. 10 Flow rate versus pressure gradient for several values of n, 
eccentric annulus (Case D) 

(a) n = 1.0, H = 1.0 in (b) n = 0.6, H = 1.0 in 

Fig. 11 3-D velocity profile in a 62 percent eccentric annulus, Q 
gal/min (Case D) 

2 5 8 

low fluid velocity in this region. For this case, no experimental 
data is available at the present time. However, the general 
behavior of the model predictions is in agreement with cases 
with no blockage. For instance, Figs. 11(a) and \\(b) show 
three-dimensional velocity profiles for the case of a partially 
blocked annulus (Case D, with H = 1.0 in, see Fig. 1) which 
is somewhat similar to Figs. 8(a) and 8(b) except for the lower 
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Fig. 12 Shear stress distribution on cuttings bed surface, H = 1.5 in., 
Q = 258 gal/mln, eccentric annulus (Case D) 
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Fig. 13 Pressure gradient versus cuttings bed thickness, Q = 258 gal/ 
min, eccentric annulus (Case D) 

portion of the annular region. For this case, as in the case with 
no blockage, the velocity profile becomes flatter as n varies 
from 1.0 to 0.6 for a constant value of the flow rate (Q = 
258 gal/min). It is worth mentioning that none of the models 
published in the literature is capable of handling this complex 
flow geometry. This makes the present model more attractive. 

Figure 12 shows the variation of the wall shear stress on the 
cuttings bed surface, treated as a no-slip boundary, for several 
values of n, while the flow rate is held constant (Q = 258 gal/ 
min). The distribution of the axial shear stress on the cutting 
bed surface may be useful for cuttings transport modeling. 
The figure also shows the significant influence of the flow 
behavior index on wall shear stress. This is consistent with the 
results of Fig. 10 which indicates that for a fixed flow rate, 
the pressure gradient decreases significantly as n decreases. 

The predicted pressure gradient, for several values of the 
cuttings bed thickness H, is shown in Fig. 13 for different 
values of n and a constant flow rate (Q = 258 gal/min). 
Obviously, the pressure gradient increases as the flow area 
decreases (H increases). 

Yield-Power-Law Model. To demonstrate the applicability 
of the numerical model to other non-Newtonian fluids, the 
numerical code was also applied to the case of a Yield-Power-
law fluid through substitution of Eq. (4) for the effective vis-

10-

10 -'• 

10 - ' -

experimental data 

model predictions 

10 -' 10 -' 

Flow Rate, gal/min 

1 0 - ' 

Fig. 14 Measured and computed pressure gradient versus flow rate for 
yield-power-law fluid (Case E) 

Table 2 Maximum velocity above and below the drillpipe (at 
plane of symmetry) for Yield-Power-law model 

Eccentricity 

(%) 
Max. vel. above drillpipe (ft/s): 

Present method 
Haciislamoglu (1989) 

Max. vel. below drillpipe (ft/s): 
Present method 
Haciislamoglu (1989) 

0 

1.32 
1.35 

1.32 
1.35 

25 

1.91 
1.91 

0.55 
0.56 

50 

2.06 
2.12 

0.04 
0.04 

75 

1.93 
1.99 

0 
0 

cosity into Eq. (10), which was then solved following the same 
procedure as for the Power-law case. 

To investigate the accuracy of the numerical model, the 
model predictions were compared to experimental data pub
lished by Mitsuishi and Ayoagi (1973). The fluid considered 
in this case is a 3.44 wt. percent CMC solution whose Theo
logical behavior is again a best fit by the Sutterby model. The 
equivalent Yield-Power-law parameters determined by Ha
ciislamoglu (1989) are used in this study and are listed in Table 
1 (Case E). Figure 14 indicates excellent agreement between 
numerical results and experimental data. As in the case of the 
Power-law fluid discussed above, for flow rates below about 
0.007 gal/min, the slope of the pressure gradient versus flow 
rate curve deviates from the usual Yield-Power-law behavior, 
due to the imposed limiting viscosity in the Sutterby model. 

Predictions of the present model were also compared to 
corresponding results obtained by Haciislamoglu (1989) for 
the geometry and fluid parameters listed in Table 1 (Case F) 
and a flow rate of 200 gal/min. The maximum velocities above 
and below the drillpipe calculated by each model for several 
eccentricities are listed in Table 2. Strong agreement can be 
observed. However, it should be mentioned that while the 
present model can be applied to flow domains of arbitrary 
cross-section, the model used by Haciislamoglu (1989) is re
stricted to simple eccentric annuli. This reduces greatly the 
scope of its applicability since most of the problems of practical 
importance involve complex geometries. 

Predicted velocity profiles for the case (Case F) considered 
above are presented in Fig. 15. It should be mentioned that 
the maximum velocities for the four values of the eccentricity 
are not equal. It can be noticed that for a concentric annulus 
(e = 0) the velocity profile is uniform throughout the annulus, 
with a flat portion that indicates plug flow due to the yield-
point shear stress. As the eccentricity increases, the flow di
verges to the widening gap of the annulus and, at e = 0.75, 
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W <= =• ° (b) e = 0.25 

Fig. 15 3-D velocity profile for yield-power law fluid, Q = 200 gal/min, 
variable eccentricity (Case F) 

no flow exists in the narrowing part of the annulus. These 
results can help the drilling engineer in selecting a fluid having 
the desired rheological behavior to achieve optimum cleaning 
of the borehole. For instance, the velocity profile shown in 
Fig. \5(d) suggests that the particular fluid which produced 
this profile is not recommended in highly eccentric annuli since 
no flow would exist in the narrowing part of the annulus. 

Conclusions 
A numerical model based on general, nonorthogonal, 

boundary-fitted, curvilinear coordinates has been developed 
to simulate the laminar flow of Newtonian and non-Newtonian 
fluids in conduits of arbitrary cross-section. The model was 
applied to Power-law and Yield-Power law fluids in eccentric 
annuli, and the predictions were shown to be in excellent agree
ment with published numerical and experimental results. Anal
ysis of the flow behavior of several Power-law fluids indicates 
that low values of the flow behavior index n tend to produce 
low velocity values in the narrow part of eccentric annuli. It 
is also observed that eccentricity has a dramatic effect on the 
velocity profile of Yield-Power-law fluids. Indeed, high ec
centricities can create a zone of no-flow in the narrow gap of 
the annulus. Other rheological models can easily be incorpo

rated into the model through substitution of the appropriate 
expression for the effective viscosity into the governing equa
tion of the flow. To demonstrate the capability of the present 
model to handle arbitrary geometries, the case of a Power-law 
fluid in a partially blocked annulus was considered. No pub
lished numerical or experimental data is available for com
parison at the present time. However, the general behavior of 
the predictions is in agreement with cases with no blockage. 
This suggests that the model can reliably be used to predict 
the flow behavior of drilling muds or cement slurries in irreg
ular annular geometries. 
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A Pressure-Velocity Solution 
Strategy for Compressible Flow 
and Its Application to Shock/ 
Boundary-Layer Interaction Using 
Second-Moment Turbulence 
Closure 
A nonorthogonal, collocated finite-volume scheme, based on a pressure-correction 
strategy and originally devised for general-geometry incompressible turbulent re
circulating flow, has been extended to compressible transonic conditions. The key 
elements of the extension are a solution for flux variables and the introduction of 
streamwise-directed density-retardation which is controlled by Mach-number-de-
pendent monitor functions, and which is applied to all transported flow properties. 
A dvective fluxes are approximated using the quadratic scheme Q UICK or the second-
order TVD scheme MUSCL, the latter applied to all transport equations, including 
those for turbulence properties. The procedure incorporates a number of turbulence 
models including a new low-Re k-e eddy-viscosity variant and a Reynolds-stress-
transport closure. The predictive capabilities of the algorithm are illustrated by 
reference to a number ofinviscid and turbulent transonic applications, among them 
a normal shock in a Laval nozzle, combined oblique-shock reflection and shock-
shock interaction over a bump in a channel and shock-induced boundary-layer 
separation over channel bumps. The last-named application was computed both 
with eddy-viscosity models and Reynolds-stress closure, leading to the conclusion 
that the latter yields a much greater sensitivity of the boundary layer to the shock 
and, arising therefrom, a more pronounced \-shock structure, earlier separation 
and more extensive recirculation. On the other hand, the stress closure is found to 
return an insufficient rate of wake recovery following reattachment. 

1 Introduction 
The computational modeling of viscous transonic and super

sonic flows is usually pursued with time-marching schemes that 
solve the set of coupled conservation laws governing the flux 
of mass, momentum and energy. This approach offers a num
ber of advantages, among them the opportunity to implement 
accurate upwind approximations that account for the char
acteristics along which acoustic waves are propagated and 
which, at least nearly, satisfy the TVD constraint. A disad
vantage of the method is, however, that it becomes increasingly 
"stiff" as the Mach number declines—a condition which man
ifests itself by a progressive deterioration in the rate of iterative 
convergence. In practice, difficulties begin to arise when a 
significant proportion of the flow being computed has a Mach 
number of 0.3 and below. Although convergence can be en-

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
August 20, 1992; revised manuscript received August 16, 1993. Associate Tech
nical Editor: R. Arndt. 

hanced by use of artificial compressibility or preconditioning 
which suppresses the propagation of acoustic waves, the need 
for these artifacts plainly suggests that a time-marching so
lution of the conservation laws in their original form is ill-
suited to viscous flows which contain extensive low-speed por
tions such as thick boundary layers and large separation bub
bles. 

Most flows encountered in mechanical and civil engineering 
are essentially incompressible. For these, the continuity equa
tion in its basic form clearly does not offer a direct route to 
the pressure field, unless a coupled solution method is adopted 
in which the continuity and momentum equations are solved 
together. A coupled approach is expensive, however, and the 
usual practice—at least within the finite volume/finite differ
ence framework—is to solve the flow-governing equations in 
a segregated fashion within an iterative sequence. To this end, 
the continuity equation must first be recast into a form in 
which the pressure becomes the principal variable—the subject 
of the equation. This can readily be achieved by combining 
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the continuity equation with those governing the momentum 
components. A number of related pressure-velocity algo
rithms, based on the above concept and identified by acronyms 
such as SIMPLE, SIMPLER (Patankar, 1980), SIMPLEC (Van 
Doormaal and Raithby, 1984) and PISO (Issa, 1986), have 
been formulated over the past two decades, and have been 
widely applied to numerous complex two- and three-dimen
sional viscous and turbulent flows involving, inter alia, sep
aration, strong swirl, heat and mass transfer, reaction and 
multi-phase transport. 

Because pressure-based algorithms involve an elliptic equa
tion for the pressure (or its correction), they are not suitable, 
in their generic form, for supersonic or transonic flows which 
are described by hyperbolic or mixed systems; any attempt to 
apply incompressible-flow variants, without modification, to 
transonic flow inevitably leads to instability. Several attempts 
have been made to adapt pressure-based schemes to compress
ible conditions, some contemporaneous with the present con
tribution (Van Doormaal et al., 1987; Karki and Patankar, 
1989; Kobayashi and Pereira, 1992; and Shyy et al., 1992). All 
are based, essentially on a flux-linearization strategy originally 
proposed by Issa and Lockwood (1977). The success of the 
above variants has been mixed, one recurring problem being 
excessive shock smearing. Essentially, the challenge is to find 
a mechanism for introducing just enough artificial dissipation, 
be it implicit or explicit, to counteract the destabilizing effect 
arising from the elliptic nature of the pressure equation, with
out undue erosion of the shock or of property variations in 
supersonic zones. A recent "retarded-pressure" scheme by 
McGuirk and Page (1989), based on concepts introduced by 

Nomenclature 
«o = stagnation speed of sound 

Qi, Ce2 = coefficients in e equation 
CM = coefficient in Boussinesq-viscosity relation 
Dy = diffusion of stress u(iij 

DU, DV = area-related coefficients in discretized mo
mentum equations 

H = channel height 
H0 = stagnation enthalpy 

J = Jacobian of transformation matrix 
k = turbulence energy 

l^, le = length-scales in one-equation k — l models 
/ /* = dimensional and dimensionless normal dis

tance from wall 
L = nozzle length 
M = Mach number 

Mw = isentropic wall Mach number 
M l = Mach number along centerline 
Mref = reference Mach number 

Mj, Mv = Mach-number components in £- and ^-di
rections, respectively 

p = static pressure 
Pa = stagnation pressure 
p' = pressure fluctuation or correction 
Py = production of stress ujuj 
Pk = production of turbulence energy k 
Re = Reynolds number 
RT = local turbulent Reynolds number, k^/ve 
RP = mass residual in cell P 
sgn = signal function 

t = time 
u, v = mean-velocity components in the x- and y-

directions, respectively 
U, V = contravariant velocity component in the £-

and ij-directions, respectively 
u'jUj = Reynolds-stress tensor ( = u'2, v'2, u'v') 

Wornom (1986), has shown promising shock-capturing prop
erties in one-dimensional flow, and this has been used by Page 
(1990) to compute under-expanded, turbulent impinging jets. 
That work has given strong motivation for the efforts docu
mented in the present paper, a major objective being to arrive 
at a modeling framework which is uniformly effective across 
the entire Mach-number range encountered in turbulent tran
sonic flows. 

The writers' experience is rooted principally in incompres
sible-flow modeling. In this area, the overwhelming majority 
of flows are turbulent, and turbulence transport contributes 
decisively to the balance of momentum and other flow prop
erties. Within any Reynolds-averaged modeling framework, 
careful attention must therefore be paid to a realistic modeling 
of turbulence effects. Separated flows, in which turbulence is 
far from a state of equilibrium, are particularly sensitive to 
turbulence modeling. Here, the structure of the separated and 
curved shear layer bordering the recirculation zone dictates the 
size of the recirculation bubble, and therefore strongly influ
ences gross flow feature such as pressure recovery, integral 
boundary-layer parameters, skin friction and wall heat trans
fer. It is now well established that a satisfactory prediction of 
complex turbulent flows—particularly such featuring separa
tion, swirl and rotation—requires the use of Reynolds-stress 
models which account for both turbulence transport and an-
isotropy. Variants of Reynolds-stress closure have been used 
by the authors and their colleagues for several years to com
pute, almost invariably with pressure-based algorithms, many 
two- and three-dimensional attached and recirculating flows 
(Leschziner, 1990; Launder, 1989; Jones and Manners, 1988; 

Xj,j= 1,2 = Cartesian coordinates 
y+ = yu7/v 

/3 = angle between streamline and x-axis 
y = ratio of specific heats 
5 = boundary-layer displacement thickness 

dy = Kronecker delta 
5/ = time step 

Ax, As = incremental distances in x and streamwise 
directions, respectively 

e = isotropic dissipation rate of k 
ey = dissipation rate of ujuj 
K = free-parameter in the monitor function ~jx 
ix = dynamic viscosity 
At = monitor function defined in Eqs. (17) and 

(18) 
Hr = turbulent viscosity 

£, i) = curvilinear coordinates 
p = density 
p = retarded density 

p5, pv = retarded-density components in J- and ^-di
rections, respectively 

<t> = any conserved variable 
$y = pressure-strain correlation 

Superscripts 
' = numerical perturbation or turbulent fluctua

tion 
*•n = pertaining to J and 17 directions, respectively 

= previous iterate 
Subscripts 

P = center of cell 
w, e, s, n = western, eastern, southern, and northern 

faces of cell, respectively 
W, E, S, N = western, eastern, southern, and northern 

nodes neighboring node P 
£, ij = pertaining to £ and i\ directions, respectively 

718 / Vol. 115, DECEMBER 1993 Transactions of the ASME 

Downloaded 02 Jun 2010 to 171.66.16.106. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Lien and Leschziner, 1992; and Ince and Leschziner, (1990), 
and considerable benefits in respect of predictive realism have 
often been derived from this level of closure. 

It has been the second major objectives of the present work 
to identify the predictive strengths and weaknesses of Reyn
olds-stress closure in transonic wall-bounded flows, with par
ticular reference to airfoil performance. Although major parts 
of transonic flow over airfoils are practically inviscid, the 
sheared regions adjacent to the airfoil's surface can play an 
important role in determining the airfoil's aerodynamic per
formance due to the rapid thickening of the boundary layers 
induced by the shock. This is particularly so when the shock 
is sufficiently strong to provoke boundary-layer separation, in 
which case the details of the separated (post-)interaction region 
largely determine the position of the shock and materially 
affect the lift and drag coefficients. The simultaneous presence 
of shear, severe adverse pressure gradient and recirculation-
related curvature close to a solid boundary lead to a complex, 
highly anisotropic turbulence structure; it is this which justifies 
the application of Reynolds-stress closure in transonic con
ditions. 

Previous studies investigating Reynolds-stress closure for 
predicting shock/boundary-layer interaction are rare. Efforts 
by Ha Minh and Vandromme (1986) and Leschziner et al. 
(1993)—the latter using an algebraic Reynolds-stress model 
with a cell-vertex scheme, both demonstrate encouraging per
formance in shock-induced separation over a bump examined 
experimentally by Delery (1983). Further as yet unpublished 
results by Davidson (1992), also obtained with an algebraic 
variant, essentially confirm Dimitriadis and Leschziner's find
ing that the Reynolds-stress model predicts the boundary layer 
to be considerably more sensitive to the shock than suggested 
by k-e eddy-viscosity models, with separation occurring earlier 
and recirculation being more extensive, in broad accord with 
experimental data. 

In what follows, the adaptation of a finite-volume pressure-
velocity scheme, originally formulated for incompressible flow, 
to compressible conditions is considered first. The turbulence 
models being investigated are stated next. Initial tests for tran
sonic and supersonic inviscid flows are then introduced, and 
this is followed by an application of the procedure to shock-
induced separation over bumps. In the context of comparing 
predictions with experimental data, one issue receiving partic
ular attention is the influence of approximating convection 
with schemes of different order of accuracy. 

2. Computational Approach 

2.1 Numerical Framework. The present solution algo
rithm sprang from a cell-centered, nonorthogonal, fully col
located finite-volume method developed for incompressible 3-
D flow (Lien, 1992). Attention is here focused on the route 
taken in adapting this procedure to transonic conditions. Be
fore embarking on this topic, however, it is appropriate to 
summarize the essential elements of the incompressible meth
odology, which all carry over to the compressible environment. 

The algorithm employs a fully collocated storage arrange
ment for all transported properties, including the Reynolds-
stress components, as shown in Fig. 1. Discretization starts 
from an integration of the conservation laws over the volume 
and application of the Gauss Divergence Theorem. Advective 
volume-face fluxes are approximated using either the first-order 
upwind scheme (UDS), Leonard's (1979) quadratic scheme 
QUICK or van Leer's (1979) MUSCL scheme. At all speeds, 
mass continuity is enforced by solving a pressure-correction 
equation which, as part of the iterative sequence, steers the 
pressure towards a state at which all mass residuals in the cells 
are negligibly small. In conjunction with a fully collocated 
approach, this method is known to provoke chequerboard os-

Fig. 1 Finite volume and variable-storage arrangement 

dilations, reflecting velocity-pressure decoupling. To avoid this, 
the widely used method of Rhie and Chow (1983) is used to 
interpolate for the cell-face velocities from nodal values. The 
interpolation essentially introduces fourth-order pressure dif
fusion. Within an iterative relaxation strategy, the original Rhie 
and Chow scheme is known to return solutions which depend 
(albeit weakly) on the values of the relaxation parameters used 
in the various conservation equations (Majumdar, 1988). This 
sensitivity has been carefully examined (Lien and Leschziner, 
1993), and the scheme used herein is a modified variant, free 
from this ambiguity which arises from a dependence not only 
on relaxation factors but also on the Courant number. 

Particular difficulties arise in relation to the Reynolds 
stresses. Their collocated storage results in stresses being de
coupled from associated "driving" strains. This must be coun
teracted by elaborate interpolation practices not dissimilar, in 
principle, to those applied to pressure and velocity. These 
practices are given in detail in Lien (1992). 

The starting point of the description of the compressible 
variant is the mass-conservation equation, integrated over the 
finite volume in Fig. 1 and over the time step bt: 

(P -P)J 

St 
+ (pUe-pUw)+(PVn-pVs) = 0 (1) 

where J is the Jacobian of the transformation and U, V are 
the contravariant velocities. 

by dx 
dr} dr\ 

dx dy 
V=VTCUK (2) 

Within the framework of a pressure-velocity scheme, the task 
is to reformulate the above equation in terms of pressure or 
a pressure correction. Such an equation, when solved in con
junction with the discretised momentum equations for the fluxes 
(pU)" + 1 and (pV)n+l, should allow the pressure field to be 
determined at the advanced time level (« + 1). 

In the present algorithm, the momentum equations are ini
tially solved with pressures at the previous time level to yield 
approximate fluxes (p U)" + ' and (p Vf+'. These allow, together 
with the equation of state, the mass residual in the finite volume 
at level (« +1) to be computed from the continuity equation. 
To eliminate this residual, the fluxes and density must be cor
rected, and this requires the introduction of pressure pertur
bations. Momentum-flux corrections may be related to pressure 
perturbations via truncated (i.e., approximated) variants of 
the discretised momentum equations. With attention focused, 
for example, on the eastern and northern faces of the cell in 
Fig. 1, the requisite truncated relations arise as: 

(pU)'e =Drfefj3'p-p'E) ^-DV^APP-PE) 3X (3) 

(ftV)„ =DV„(pP -pN) — -Dlfn(pP -pN) • (4) 

where DUJi and DVl are related to projections of the eastern 
face of the finite volume in Fig.l on the vertical O) and hor
izontal (x) directions, respectively. Density perturbations and 
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pressure perturbations may be linked via a linearized variant 
of the total enthalpy-pressure relation, 

P = -
IP 

( 7 - 1 ) Ho 
u2+v2' 

(5) 

To satisfy mass conservation within any step, the contravariant 
face velocities must be corrected as follows, 

PU~pU(+pU)' PV~pV+{pV)' (6) 

Combining Eqs. (l)-(6) yields the pressure-correction equa
tion, 

ApP= 2 
m = E, W , N, S 

(7) 

where RP is the mass-residual in the finite volume. In essence 
then, the above equation is solved in conjunction with those 
for momentum fluxes within an overall iterative sequence. It 
is appropriate to stress here that Eq. (7) is formally identical 
to that used for incompressible conditions; this is in contrast 
with the approach of Karki and Patankar (1989), for example, 
in which the pressure-correction equation features explicit den
sity-fluctuation fragments as a consequence of the use of primi
tive rather than flux variables in the momentum equations. 

The above sequence is appropriate to subsonic flow in which 
the conservation equations are elliptic. In supersonic and tran
sonic conditions, the hyperbolic character of the conservation 
laws must be accounted for in order to retain iterative stability 
and capture shocks. To this end, a proposal by Hafez et al. 
(1979) has been adapted. This proposal—applied by Hafez et 
al. to the solution of the full potential equation—is based on 
the definition of the retarded density, p. In one-dimensional 
conditions, p is: 

-dp 
p - p - M - A x (8) 

in which /x is a "weighting factor," to be defined later, con
trolling the degree of retardation. With relation (8), an upwind-
biased gradient of the convective flux of any intensive property 
4> may be expressed, implicitly, as follows: 

d(pu<t>/p~) d(u4>) 
M 

dp 

dx 

dx dx dx 
- + HOT (9) 

where the RHS is an expanded (i.e., explicit) form of the LHS 
with HOT denoting higher-order terms. The underlined term 
in Eq. (9) represents a dissipative mechanism equivalent to 
upwind-biasing. 

In the present scheme, upwind-biasing is applied to all flux 
variables. In particular, the contravariant convecting velocities 
multiplying flux variables are modified via: 

U-
p ' p ' 

(10) 

This replacement, it must be stressed, is the only juncture at 
which the retarded density is introduced. As demonstrated by 
Eq. (9), its consequence is the introduction of a dissipative 
mechanism which stabilizes the incompressible-flow algorithm 
in transonic and supersonic conditions. 

To account for directional influences in the upwind-biasing 
process in two-dimensional conditions, the retarded density is 
evaluated from: 

~P = P-JL^-AS = P-V [cos (0) ^ Ax + sin (0) J Ay] (11) 
ds dx ay 

with Fig. 2(a) giving a graphical interpretation of the above 
relation. 

In the actual algorithm, the retarded density is determined, 
as indicated in Fig. 2(b), from: 

w Pi 

p 
v/ 

V 

1 

Pi 

s 

00 (b) 

Fig. 2 Schematic of density retardation in two-dimensional flow 

P = PH + P^-PP (12) 

where ps and p, are retarded densities in the general co-ordinate 
directions and are evaluated from: 

p f = M{
+ [(1 - Jii)pp + ~jiipw\+ Ml 

P„ = M,+ [ ( l - / i > / . + / i Jp s ]+M, 

with the Mach numbers given by: 

U 

[(1 -,ir ~ V- t)Pp + /* lf>E\ 

-I'.DPP + V.IPN] 

M M„ = -

+ g 
and the superscripts + / -
that, 

identify velocity directions such 

(13) 

(14) 

(15) 

Mf = (16) 
l±sgn(M t) l±sgn(M,) 

2 " 2 

The monitor functions JL in the form given below are used to 
control the degree of biasing and follow from an examination 
of the velocity-potential equation for supersonic flow (Lien, 
1992): 

. 2~i 

/ 1 5 = max JO, K 

/ i ^ max JO, K 

1-
Mref 

1-
Mref 

M. 

(17) 

(18) 

where the coefficient K has been introduced to account for the 
physical differences arising from shock obliqueness and viscous 
effects, and which requires optimization on the basis of nu
merical experimentation. Typical values for K are 1 for normal 
shock and 0.6 for highly oblique shocks, while values for Mref 

are in the region 0.975- 1.1. 
Numerical stability during the relaxation procedure hinges 

on positive values for density and pressure being preserved. 
To this end, the density following from Eq. (12) is modified 
in the following form: 

_ p (Pi + Pr) 
P' Z* (19) 

p +pP 

in which the density p, normally given by the equation of state 

JP 

u2+v2' 
(20) 

( 7 - D #0 

is "under-relaxed" through the relation: 

( 7 - l ) p V + f2)' 
p=: _Y 

Wo 
p+- (21) 

( 7 - l ) / / o V ' 2 7 

with p being the density in the previous iteration or time step. 
In summary then, the present shock-capturing algorithm is 
implemented in the same manner as detailed by Patankar (1980) 
for the staggered arrangement, except for the following var
iations: 
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• density-weighted conservation variables are adopted; 
«> second-order artificial dissipation is introduced, implicitly, 

in the transonic regime by modifying the contravariant ve
locity components in the convective fluxes of all transport 
equations according to the "retarded-density" process de
tailed above. 

2.2 Turbulence Models. Three turbulence models feature 
in comparisons to be presented below. Two are eddy-viscosity 
models based on the solution of equations for the turbulence 
energy k and its rate of dissipation e. The third is the Reynolds-
stress-transport closure of Gibson and Launder (1978). One 
of the k-e variants is the "standard" high-Reynolds-number 
model of Jones and Launder (1972), and this operates in con
junction with log-law-based wall laws of the type proposed by 
Chieng and Launder (1980). The other is a low-Reynolds-
number variant formulated by the authors so as to conform 
with turbulent length-scale constraints implied by Wolfshtein's 
(1969) one-equation model. This model has not been published 
before and is thus stated below, but without the detailed 
derivation given in Lien (1992). 

The model consists, as usual, of the constituitive equation 
for the eddy viscosity and two transport equations, one for 
the turbulence energy and the other for dissipation: 

k2 

l*T=pClt— (22) 

dpe 

dpk dpujk d 

dt dxj dXj 

bpUf d 

dxj dxj 
( ,PT 

(M + 

\ de~ 

/ dxj 

dk~ 
dxL 

+;<< 

+ Pk-pe (23) 

tPt-Cape) (24) 

where Pk is the usual turbulence-energy production. In fully-
developed, high-Re turbulence, the tilded coefficients are the 
numerical constants of the Jones-Launder model, but in low-
Re conditions, they are functions of the Reynolds numbers 
KT=k1/ve and /„* = l„kos/v, the functional dependence in the 
present model being, 

(^ = 0.09 
l - exp ( -0 .016 /„) 

l - e x p ( - 0.263 /*) 

C , = 1.44 1 + 

C e 2 =1.92[ l -0 .3exp( - / ? 2
r ) ] 

(25) 

(26) 

(27) 

Pk=: 
c^11 

3.53/„[l-exp(-0.263/„)] 
exp [ -0 .00222 / / ] (28) 

The forms given above have emerged by demanding that, close 
to the wall, the dissipation length scale /e = k3/2/e and the tur
bulent length scale /M= CM^ /2/e, the latter implicit in the tur
bulent viscosity relation, should adhere to corresponding 
algebraic prescriptions proposed by Wolfshtein (1969). This 
approach has been motivated by the observation that, while 
these length scales are insensitive to any adverse pressure gra
dient acting on the near-wall boundary layer, current low-Re 
turbulence models tend to predict rising levels with increasing 
pressure gradient, leading to excessive turbulent viscosity near 
the wall. Additional advantages of the present model are good 
stability properties and relatively low sensitivity to grid density 
in the viscous sublayer. Another model variant which accords 
with length-scale constraints implied by the one-equation model 
of Norris and Reynolds (1975) has also been investigated, but 
is not given herein. 

The Reynolds-stress model of Gibson and Launder (1978) 
consists of coupled transport equations for the individual 

Fig. 3 Transonic inviscid flow in Laval nozzle: Mach-number and pres
sure distributions from 1-D solution 
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Fig. 4 Transonic inviscid flow in Laval nozzle: area-averaged Mach-
number and pressure distributions from 2D solution 

Reynolds-stress-tensor components, and may be written in 
symbolic form as: 

dm uj dukPUi Uj _ 
dt + dxk -D-j+r-j+*u ^ (29) 

where Du, PUy *<,-, and e,y represent, respectively, stress dif
fusion, production, redistribution (by pressure-strain inter
action) and dissipation, the last evaluated from a related 
equation which is similar to that in the high-Re k-e model. 
The principal advantage of this closure methodology is its 
ability to account for curvature- and wall-induced anisotropy 
and augmentation or attenuation of turbulence transport. 

The tensorial nature of the Reynolds-stress model makes its 
incorporation into a nonorthogonal framework a nontrivial 
task. Particularly careful consideration must be given to wall-
boundary conditions and the correct implementation of wall-
reflection influences on the redistributive pressure-strain term 
*(,-. These issues are addressed separately in Lien (1992). 

3 Results 
In a preliminary validation stage, the present scheme was 

applied to inviscid transonic and supersonic flows, after which 
turbulent shock/boundary-layer interaction was modeled. 

A simple but important inviscid test case is a transonic flow 
with normal shock in a Laval nozzle. The case chosen here 
was a nozzle of area ratio 2:1:2 subjected to an exit pressure 
65 percent of the stagnation value. The quasi-one-dimensional 
solution was obtained with 100 nodes, while a 100 X 15 mesh 
was used to cover one half of the nozzle for the two-dimen
sional computation. In both cases, the nodal distributions were 
uniform. Predicted variations of Mach number and pressure 
(area-averaged in the 2-D case) are given in Figs. 3 and 4, 
pertaining to the quasi-1-D and 2-D solutions, respectively. 
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Fig. 5 Supersonic inviscid flow over 4 percent bump: Mach-number 
contours 

Both figures also contain the analytic 1-D solution. As seen, 
the shock is essentially resolved within two internodal dis
tances, with minor overshots occurring at the shock edges. 

A second inviscid case investigated was a supersonic flow 
at M= 1.4 over a 4 percent circular bump, first considered by 
Ni (1982). Results were obtained over a grid of 90X 30 nodes, 
of which 80 x 20 were uniformly distributed in the region down
stream of the bump's leading corner. Resulting Mach contours 
are compared in Fig. 5 with three other solutions: two obtained 
by Dimitriadis and Leschziner (1991) using a second-order cell-
vertex/Lax-Wendroff scheme, either in conjunction with ex
plicit second-order dissipation or with a Roe/Yee-type TVD 
scheme, and the third obtained by Stolcis and Johnston (1990) 
with Jameson's scheme including second- and fourth-order 
dissipation. Dimitriadis and Leschziner's grid was identical to 
that used herein, while Stolcis' grid was unstructured but of 
similar density. Figure 5 demonstrates that the present pres
sure-based algorithm returns a credible representation of the 
shock reflection and interaction processes, broadly on a par 
with those arising from the other formations. The contour plot 
arising from the present scheme indicates the existence of os
cillations in some regions around the shock waves, but it must 
be pointed out that these can readily be removed by increasing 
dissipation via adjustments to the monitor functions (17) and 
(18). Figure 6 brings to the fore the magnitude of the oscil
lations implicit in the contour plot. It contrasts present vari
ations of pressure on the lower and upper walls with 
corresponding results produced by the rather diffusive scheme 
of Ni (1982). While pressure oscillations are evident, partic
ularly at the trailing edge of the bump, the shocks are more 
crisply resolved, and the weak pressure peak downstream of 
the trailing edge, provoked by the second reflection of the 
leading-edge shock on the lower surface, is captured. It should 
be evident that the quality with which the shocks are captured 
could be improved by increasing the grid density in the shock 
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Fig. 6 Supersonic inviscid flow over 4 percent bump: pressure distri
butions along lower and upper walls 

region. With the real shocks here being infinitesimally thin, 
no grid-independence can strictly be achieved and grid refine
ment is thus not sensible in the present test. The purpose of 
the test is merely to demonstrate that the quality of the present 
method is essentially equivalent to that of the more traditional 
time-marching schemes. 

The main area of interest in the present study has been the 
modeling of shock/boundary-layer interaction. Calculations 
were made for three cases of shock-affected boundary layers 
over plane bumps for which detailed LDA measurements were 
performed by Delery and his associates (1983) at ONERA. The 
more challenging cases are the "strong-interaction" flows 'B' 
and ' C in which the turbulent boundary layer separates due 
to a strong shock with upstream Mach number being of order 
M= 1.4 in both cases. The former flow is bounded by a sym
metric arrangement of two bumps in a channel (i.e., the ge
ometry is a convergent-divergent nozzle), while in the latter a 
single bump is opposed by a flat wall. Unfortunately, both 
cases are contaminated to some degree by three-dimensional 
features arising from the boundary layers developing on the 
plane walls bounding the flow in the spanwise direction; this 
will become apparent shortly. Contamination appears to be 
lower in case 'C', however, and attention has, therefore, fo
cused principally on this flow. The quadratic QUICK scheme 
was used for most calculations, following a comparison of the 
QUICK, MUSCL and UDS schemes undertaken for case 'B'. 
Some facets of this comparison are conveyed in Figs. 7 and 8 
which show results obtained with grids of up to 130 x 50 nodes. 
Typical CPU requirements for the bump calculations, per
formed on an Amdahl VP1100 computer, were 460 s and 1300 
s for the k-e and Reynolds-stress-model calculations, respec
tively. These figures correspond, roughly, to 1 min and 3 mins 
on a single-processor Cray-YMP. 

Figure 7 gives variations of the isentropic Mach number 
along the bump wall and actual Mach number along the sym
metry plane, obtained with the Reynolds-stress model (RSTM) 
and the three convection schemes mentioned above, while Fig. 
8 contrasts, for the same quantities, the performance of the 
high-Re k-e and Reynolds-stress-models. Features deserved to 
be highlighted are: the under-estimation of the downstream 
Mach number, reflecting three-dimensional features in the ex
periment, the poor performance of the k-e model in respect 
of resolving the separation-related pressure plateau on the bump 
wall, and the insensitivity of the Reynolds-stress solutions to 
grid and numerical approximation, provided the order of ac
curacy of the latter is 2 and above. The level of grid-inde
pendence demonstrated explicitly in Fig. 8 and indirectly in 
Fig. 7 (via the comparison of solutions arising from second-
order and third-order schemes for convection) has been found 
to extend to all quantities, including Reynolds stresses, and 
justifies the assertion that the predicted level of sensitivity to 
the adopted turbulence-modeling practices is not affected by 
numerical errors. Extensive comparisons between predicted 
and measured velocity and stress profiles, given in Lien (1992), 
confirm that the Reynolds-stress model returns a higher sen
sitivity of the boundary layer to the shock and predicts a more 
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Fig. 7 Turbulent transonic flow over bump; Delery Case B: sensitivity 
of isentropic wail and centerline Mach number to convection approxi
mation scheme 
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Fig. 8 Turbulent transonic flow over bump; Delery Case B: sensitivity 
of isentropic wall and centerline Mach number to turbulence model and 
grid density 

extensive recirculation region, both in terms of height and 
length. We refrain from presenting those comparisons in this 
paper because very similar characteristics are observed in case 
' C which is considered next in greater detail. 

Calculations reported below have all been performed with 
QUICK approximating mean-flow convection and MUSCL 
applied to the convection of turbulence quantities over grids 
containing 110x50 nodes for high-Re and 110x80 nodes for 
low-Re-model computations. As in case 'B' above, the choice 
of grids was, here too, made on the basis of grid-independence 
tests. For the low-Re model, the near-wall grid was arranged 
so as to give y+-values of the order 1 along the grid line closest 
to the wall. 

Figure 9 provides a general view of the predicted shock/ 
boundary-layer-interaction region. All models return similar 
shock structures, but the RSTM yields the strongest interac
tion, as identified by the more pronounced X-shock structure 
and the more extensive post-shock recirculation zone. In com
mon with case 'B', separation is, here too, reflected by a 
characteristic bump pressure plateau following the shock, as 
shown in Fig. 10. It is evident that both k-e variants fail to 
capture the separation process properly. Moreover, the near-
wall treatment evidently exerts little influence on the gross flow 
features—a conclusion also reached by Leschziner et al. (1993) 
who examined four different practices for resolving the semi-
viscous near-wall region. The RSTM clearly predicts a more 
sensitive response of the boundary layer to the shock, resulting 
in a larger recirculation zone and hence a much more pro
nounced pressure plateau. Here again, this observation concurs 
with earlier computations by Leschziner et al. (1993) and Ha 
Minh and Vandromme (1986), though these applied variants 
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Fig. 9 Turbulent transonic flow over bump; Delery Case C: Mach-num-
ber contours 
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Fig. 10 Turbulent transonic flow over bump; Delery Case C: pressure 
distribution over bump wall 

of the present model implemented within traditional time-
marching schemes. 

Reference to Fig. 11, which contrasts variations of displace
ment thickness,1 confirms the aforementioned drastic differ
ences in predicted sensitivity. These presumably reflects, at 
least to some extent, the tendency of the RSTM to attenuate 
the level of turbulence due to flow curvature in the boundary 
layer approaching the shock and in the separated shear layer 
bordering the recirculation bubble. On the other hand, the 
RSTM returns an insufficient rate of recovery following reat
tachment—as is evident from both Figs. 10 and 11. This weak
ness is rooted in two sources: first, due to the high level of 
sensitivity of the boundary layer to the oblique shock, dis
placement is exceptionally rapid—as seen from Fig. 11—and 
the oblique shock is so strong that the very weak normal leg 
of the X-shock is hardly resolved, the consequence being an 
insufficient pressure recovery beyond x/H= 3; second, the wall-
reflection fragment of the pressure-strain term in the Reynolds-
stress model has an excessively attenuating influence on the 
wall-normal turbulence intensity and hence on the shear stress. 
This latter weakness has been observed in other flows too, 
notably in separated incompressible flow behind backward-
facing steps. It is important to point out, however, that the 
k-e variants share this defect with the RSTM to some degree, 

Even minor shock-induced oscillations at the edge of the predicted boundary 
layer cause difficulties in the evaluation of the displacement thickness. Hence, 
the results on Fig. 11 must be viewed with some caution in relation to accuracy. 
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Fig. 11 Turbulent transonic flow over bump; Delery Case C: displace
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Fig. 12 Turbulent transonic flow over bump; Delery Case C: mean-
velocity profiles 

the probable link being an erroneous behavior of the e-equation 
in the presence of low Pk/e values—a condition typically pre
vailing in wake regions. In the case of the former model type, 
insufficient recovery is partially obscured by the fact that a 
smaller recirculation zone arises, which obviously shortens and 
diminishes the recovery process. 

A selection of velocity profiles are given in Fig. 12, and these 
serve to reinforce earlier comments. Thus, the k-e variants 
return virtually identical results which identify insufficient sen
sitivity to the shock, weak recirculation and hence seemingly 
superior recovery. In contrast, the RSTM captures separation 
correctly, but clearly fails to give the correct recovery behavior. 
The somewhat erratic variation of velocity at x/H= 2.81 and, 
to a lesser extent, at 2.92 is a consequence of the flow crossing 
the X-shock region. 

Profiles of shear and normal Reynolds stresses, correspond
ing to the above velocity variations, are shown in Figs. 13-15. 
The shear-stress profiles do not reveal drastic model-related 
differences. It is noted, however, that the RSTM predicts lower 
shear-stress levels close to the wall, which favors early sepa
ration. Once separation has occurred, the highly strained shear 
layer is displaced upwards, and the shear-stress maximum 
moves with it. In this shear layer, curvature provokes a re
duction in shear stress, as is clearly seen at the location 
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Fig. 13 Turbulent transonic flow over bump; Delery Case C: Reynolds 
shear-stress profiles 
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Fig. 14 Turbulent transonic flow over bump; Delery Case C; profiles of 
stream-wise Reynolds normal stress 
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Fig. 15 Turbulent transonic flows over bump; Delery Case C: profiles 
of cross-flow Reynolds normal stress 

x/H=3.18, and this delays reattachment. Paradoxically, at 
least at first sight, the shear stress returned by the RSTM is 
especially high in the recovery region, while the velocity profiles 
suggest a particularly slow recovery rate. This apparent in
consistency is resolved, however, by noting that the recovery, 
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rather than being slow is, in fact, delayed by the late reat
tachment predicted by the RSTM. There is, of course, no 
inconsistency in steeper strain being accompanied by higher 
shear stress. Figure 14 reveals some startling discrepancies be
tween the predicted and the experimental streamwise normal 
stresses closer to the shock. Experimental levels of anisotropy 
reach values of 15 and above, which seems wholly unrealistic 
and suggests the existence of longitudinal shock oscillations, 
falsely interpreted as stress contributions. Such oscillations are 
unlikely to influence the cross-flow intensity, and Fig. 15 does, 
indeed, show the expected correspondence between v'2 and 
u'v' which interact intimately via the latter's generation rate. 
In contrast to the massive under-estimation of anisotropy in 
the vicinity of the shock, the predicted anisotropy level in the 
recovery region is excessive, and this provides the only clear-
cut evidence of a defect in the pressure-strain component of 
the RSTM. Here again, this behavior has previously been ob
served in incompressible flows recovering from separation. 

4 Conclusions 
Two principal objectives have been pursued in this study: 

(i) the formulation of an accurate all-speed calculation pro
cedure based on a pressure-velocity formulation, which can be 
applied with equal effectiveness to compressible and incom
pressible flow; (ii) the evaluation of advanced transport clo
sures of turbulence in predicting shock-induced boundary-layer 
separation. 

The paper has demonstrated that a carefully formulated 
pressure-based scheme can be successfully applied to transonic 
flow. The key to this success is a density-retardation meth
odology which is firmly based on and interpreted in terms of 
fundamental properties of the potential equation in subsonic 
and supersonic regions. 

Variants of the k-e model and a Reynolds-stress-transport 
closure have been applied to the problem of shock-induced 
separation over a channel bump, and an important conclusion 
to emerge is that the latter type of model returns a considerably 
greater sensitivity to shocks: it gives, among other benefits, a 
larger recirculation zone and a clearly improved representation 
of the influence of recirculation on the wall pressure. On the 
other hand, the stress closure returns an insufficient rate of 
wake recovery following reattachment, and this can be traced 
to a combination of excessive strength of the oblique leg of 
the X-shock inducing separation and the excessive attenuation 
of turbulence close to the wall by the wall-reflection component 
of the pressure-strain model. The conclusions reached herein 
are in line with those previously derived from a parallel study 
using a radically different numerical framework in combina
tion with an algebraic approximation of the Reynolds-stress 
closure used herein. This inspires confidence in the essential 
validity of the results derived from the present study. 

References 
Chieng, C. C , and Launder, B. E., 1980, "On the Calculation of Turbulent 

Heat Transfer Downstream from an Abrupt Pipe Expansion," Numerical Heat 
Transfer, Vol. 3, pp. 189-207. 

Davidson, L., 1993, CERFACS' contribution to "EUROVAL-A European 
Initiative on Validation of CFD Codes," W. Haase, F. Brandsma, E. Elsholz, 
M. Leschziner and D. Schwamborn, Eds., Notes on Numerical Fluid Mechanics, 
Vieweg Verlag, Vol. 42. 

Delery, J., 1983, "Experimental Investigation of Turbulence Properties in 
Transonic Shock-wave/Boundary-Layer Interactions," AIAA Journal, Vol. 21, 
pp. 180-185. 

Dimitriadis, K. P. , and Leschziner, M. A., 1991, "A Cell-VertexTVD Scheme 
for Transonic Viscous Flow," Numerical Methods in Laminar and Turbulent 
Flow, Vol. 7, C. Taylor, J. H. Chin and G. M. Homsy, eds, pp. 874-885. 

Gibson, M. M., and Launder, B. E., 1978, "Ground Effects on Pressure 
Fluctuations in the Atmospheric Boundary Layer," Journal Fluid Mechanics, 
Vol. 86, pp. 491-511. 

Ha Minh, H., and Vandromme, D. D., 1986, "Modelling of Compressible 
Turbulent Flows: Present Possibilities and Perspectives," Proceedings Shear 
Layer/Shock Wave Interactions, IUTAM Symposium, Palaiseau, Springer-Ver-
lag, pp. 13-24. 

Hafez, M., South, J., and Murman, E., 1979, "Artifical Compressibility 
Methods for Numerical Solutions of Transonic Full Potential Equation," AIAA 
Journal, Vol. 17, pp. 838-844. 

Ince, N. Z., and Leschziner, M. A., 1990, "Computation of Three-Dimen-
sional Jets in Crossflow With and Without Impingement Using Second-Moment 
Closure," Engineering Turbulence Modelling and Experiments, W. Rodi, E. N. 
Ganic, eds., Elsever, pp. 143-153. 

Issa, R. I., 1986,'"SoIutionof Implicit Discretised Fluid Flow Equations by 
Operator Splitting," J. Comput. Phys., Vol. 62, pp. 40-65. 

Issa, R. I., and Lockwood, F. C , 1977, "On the Prediction of Two-Dimen-
sional Supersonic Viscous Interactions Near Walls," AIAA Journal, Vol. 15, 
No. 2, p. 182-188. 

Jones, W. P., and Launder, B. E., 1972, "The Prediction of Laminarisation 
With a Two-Equation Model of Turbulence," International Journal of Heat 
Mass Transfer, Vol. 15, pp. 301-314. 

Jones, W. P., and Manners, A., 1988, "The Calculation of the Flow Through 
a Two-Dimensional Faired Diffuser, " Proceedings of 6th Symposium on Tur
bulent Shear Flows, Toulouse, pp. 17.7 .1- 17.7.5. 

Karki, K. C , and Patankar, S. V., 1989, "A Pressure Based Calculation 
Procedure for Viscous Flows at all Speed in Arbitrary Configurations," AIAA 
Journal, Vol. 27, pp. 1167-1174. 

Kobayashi, M. H., and Pereira, J. C. F., 1992, "Predictions of Compressible 
Viscous Flows at all Mach Number Using Pressure Correction, Collocated 
Primitive Variables and Non-Orthogonal Meshes," Paper AIAA-92-0548. 

Launder, B. E., 1989, "Second-Moment Closure: Present and Future?" In
ternational Journal of Heat and Fluid Flow, Vol. 10, pp. 282-300. 

Leonard, B. P., 1979, "A Stable and Accurate Convective Modelling Pro
cedure Based on Quadratic Upstream Interpolation," Computer Methods in 
Applied Mechanics and Engineering, Vol. 19, pp. 59-98. 

Leschziner, M. A., Dimitriadis, K. P., and Page, G., 1993, "Modelling Shock/ 
Boundary Layer Interaction with a Cell-Vertex Scheme and Transport Models 
of Turbulence," The Aeronautical Journal, Vol. 97, pp. 43-61. 

Leschziner, M.A., 1990, "Modelling Engineering Flows with Reynolds Stress 
Turbulence Closure," Journal of Wind Engineering and Industrial Aerodynam
ics, Vol. 35, pp. 21-47. 

Lien, F. S., and Leschziner, M. A., 1992, "Second-Moment Modelling of 
Recirculating Flow With a Non-Orthogonal Collocated Finite-Volume Algo
rithm," Turbulent Shear Flows 8, Springer-Verlag, pp. 205-222. 

Lien, F. S., 1992, "Computational Modelling of 3D Flow in Complex Ducts 
and Passages," Ph.D. thesis, University of Manchester. 

Lien, F. S., and Leschziner, M. A., 1993, "A General Non-Orthogonal Col
located FV Algorithm for Turbulent Flow at all Speeds Incorporating Second-
Moment Closure. Part 1: Computational Implementation," Computer Methods 
in Applied Mechanics and Engineering, (in press). 

Majumdar, S., 1988, "Role of Under-Relaxation in Momentum Interpolation 
for Calculation of Flow with Non-Staggered Grids," Numerical Heat Transfer, 
Vol. 13, pp. 125-132. 

McGuirk, J. J., and Page, G. J., 1989, "Shock Capturing Using a Pressure-
Correction Method," AIAA 27th Aerospace Sciences Meeting, Jan. 9-12, Reno, 
Nevada. 

Ni, R. H., 1982, "A Multiple Grid Scheme for Solving the Euler Equation," 
AIAA Journal, Vol. 20, pp. 1565-1571. 

Norris, L. J., and Reynolds, W. C , 1975, "Turbulent Channel Flow With a 
Moving Wavy Boundary," Stanford Univ. Dept. Mech. Eng. Rep. FM-10. 

Page, G. J., 1990, "A Computational Study of Transonic Impinging Jets," 
Ph.D. thesis, University of London. 

Patankar, S. V., 1980, Numerical Heat Transfer and Fluid Flow, McGraw-
Hill, New York. 

Rhie, C. M., and Chow, W. L., 1983, "Numerical Study of the Turbulent 
Flow Past an Airfoil with Trailing Edge Separation," AIAA Journal, Vol. 21, 
pp. 1525-1532. 

Stolcis, L., and Johnston, L. J., 1990, "Solution of the Euler Equation on 
Unstructured Grid for Two-Dimensional Compressible Flow," The Aeronautical 
Journal, Vol. 94, pp. 181-195. 

Shyy, W., Chen, M-H., and Sun, C-S., 1992, "A Pressure-Based FMG/FAS 
Algorithm for Flow at All Speeds," Paper AIAA-92-0426. 

van Leer, B., 1979, "Towards the Ultimate Conservation Difference Scheme 
V, A. Second-Order Sequal to Godunov's Method," / . Comput. Phys., Vol. 
32, pp. 101-136. 

VanDoormal, J. P. , andRaithby, G. D., 1984, "Enhancement of the SIMPLE 
Method for Predicting Incompressible Fluid Flows," Numer. Heat Transfer, 

• Vol. 7, pp. 147-163. 
Van Doormaal, J. P., Raithby, G. D., and McDonald, B. H., 1987, "The 

Segregated Approach to Predicting Viscous Compressible Fluid Flows," ASME 
Journal of Turbomachinery, Vol. 109, p. 268. 

Wolfshtein, M. W., 1969, "The Velocity and Temperature Distribution in 
One-Dimensional Flow With Turbulence Augmentation and Pressure Gradient,'' 
International Journal of Heat Mass Transfer, Vol. 12, pp. 301-318. 

Wornom, S. F., and Hafez, M. M., 1986, "Calculation of Quasi-One-Di
mensional Flows with Shocks," Computers and Fluids, Vol. 14, pp. 131-140. 

Journal of Fluids Engineering DECEMBER 1993, Vol. 115 / 725 

Downloaded 02 Jun 2010 to 171.66.16.106. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



L. S. Langston 
Mechanical Engineering Department, 

University of Connecticut, 
Storrs, CT 06269 

R. G. Kasper 
Naval Undersea Warfare Center, 

Detachment New London, 
New London, CT 06320 

Analysis of an Electromagnetic 
Boundary Layer Probe for Low 
Magnetic Reynolds Number Flows 
Electromagnetic (EM) flow meters are used to measure volume flow rates of elec
trically conductive fluids (e.g., low magnetic Reynolds number flows of seawater, 
milk, etc.) in pipe flows. The possibility of using a modified form of EM flow 
meter to nonobtrusively measure boundary-layer flow characteristics is analytically 
investigated in this paper. The device, named an electromagnetic boundary layer 
(EBL) probe, would have a velocity integral-dependent voltage induced between 
parallel wall-mounted electrodes, as a conductive fluid flows over a dielectric wall 
and through the probe's magnetic field. The Shercliff-Bevir integral equation, taken 
from EM flow meter theory and design, is used as the basis of the analytical model 
for predicting EBL probe voltage outputs, given a specified probe geometry and 
boundary layer flow conditions. Predictions are made of the effective range of the 
nonobtrusive EBL probe in terms of electrode dimensions, the magnetic field size 
and strength, and boundary layer velocity profile and thickness. The analysis gives 
expected voltage calibration curves and shows that an array of paired electrodes 
would be a beneficial feature for probe design. A key result is that the EBL probe 
becomes a displacement thickness meter, if operated under certain conditions. That 
is, the output voltage was found to be directly proportional to the boundary layer 
displacement thickness, b\, for a given free stream velocity. 

Introduction 
As an electrically conductive fluid flows over a dielectric 

wall and through an imposed magnetic field, voltages are in
duced in the fluid and on the dielectric surface. This phenom
enon is a consequence of Faraday's law of electromagnetic 
induction. The voltage field is directly dependent (among other 
things) on the velocity distribution in the fluid. 

This velocity distribution dependency has led to the very 
successful development of commercial electromagnetic pipe 
flow rate meters. For conventional pipe flows, such a meter 
usually consists of two wall-mounted diametrically opposed 
electrodes which are used to measure the induced voltage pro
duced as a conductive fluid with an axisymmetric velocity 
profile flows through an imposed magnetic field in an insulated 
section of pipe. The induced voltage is directly proportional 
to volume flow rate. A linear calibration curve can be made 
which is dependent on the magnetic field and the electric con
ductivity of the fluid. Electromagnetic (EM) flow meters are 
discussed in detail by Shercliff (1962) and in literature available 
from manufacturers (e.g., Foxboro Co., Foxboro, MA, USA). 

The possibility of using a modified form of the efficacious 
EM flow meter to measure characteristics of a boundary layer 
flow, is examined in this paper. A sketch of the modified EM 
flow meter is shown in Fig. 1. It is not clear at this point what 
boundary layer flow characteristic (e.g., velocity) such a device 
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would measure, so that it will simply be called an electro
magnetic boundary layer (EBL) probe, here. As shown in Fig. 
1, the EBL probe consists of a single pair of line electrodes 
aligned with the nominal flow direction and mounted on a 
dielectric solid plane surface. An electrically conductive mov
ing fluid (e.g., sea water) forms a boundary layer as the fluid 
moves parallel to the electrode pair, 1 and 2, through a mag
netic field of flux density B. The magnetic field is produced 
by a magnet (or a current carrying coil) embedded in the die
lectric surface. For the most part, the flow field considered in 
this paper will be the two-dimensional boundary layer over the 
flat plate shown in Fig. 1, and it is assumed that there is no 
variation of the boundary layer thickness in the region sur
rounding the electrodes of the EBL probe. Only steady state 
or time-averaged velocities will be considered. 

An electrical current is induced in the fluid as it moves 
through the magnetic field, and the resulting current density 
j is given by Ohm's law in the form, 

j = o-(E + VxB) (1) 
where a is the fluid conductivity, E is the electric field vector, 
V is the fluid velocity and B is the magnetic flux density pro
duced by the magnet (or an electromagnetic coil). The induced 
voltage between electrodes 1 and 2, A$ = $[ - $2» is related to 
Eby 

E=-V<t> (2) 

The crucial step here is to obtain the vector velocity V in (1) 
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Fig. 1 Electromagnetic boundary·layer probe. As shown, a boundary·
layer flow of an electrically conducting fluid in a magnetic field is in the
x direction, which generates an induced current in the flow (normal to
the electrodes at x=0), and a voltage difference A<I> between the two
electrodes.

VIRTUAL
VOLTAGE

LINE

VIRTUAL
CURRENT

L--- LINE
I /-
I //

y
x

u • u(y) ONLY

from the scalar electrode voltage Ll<l>. An analytical model for
doing this is presented in the section that follows this one.

Each particle of moving fluid in the magnetic field is acted
upon by a Lorentz force given by

FL=j xB (3)

where FL is the Lorentz force per unit volume of fluid. As
discussed by Shercliff (1965) (and also Hemp (1988» the mag
netic Reynolds number is given by

(4)
where I-tm is the magnetic permeability of the fluid, v is the
kinematic viscosity, u'" is the free-stream velocity (Fig. 1), and
Rex is the conventional Reynolds number based (in this case)
on the streamwise coordinate x. If the magnetic Reynolds num
ber is much less than unity, the Lorentz force will be small

Fig. 2 Two·dimensional model of the EBL probe. Note that virtual cur·
rent and voltage lines shown are for a no· flow condition.

and the fluid flow field will not be effected by the magnetic
field (and conversely the B field will not be effected by the
induced current density j). At a flat plate Reynolds number
of Rex = 5 X 105

, Rem for sea water (0-= 4 (ohm m)-l) is of the
order 10- 6

. (Rem for liquid sodium (300°C) would be very
much higher, on the order 10.) Thus the fluid flows considered
in this paper (tap water, sea water and conducting fluids at
conventional temperatures) will all be at a very low magnetic
Reynolds number, where the Lorentz forces (Eq. (3» can be
neglected.

Devices similar to the EBL probe shown in Fig. 1 have been
discussed briefly by Shercliff (1962) (wall velometers) and have
been proposed by Smith and Slepian (1917), and Bruno and

Nomenclature -----------------------------------
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per unit of virtual cur-
a electrode half-spacing rent

(Fig. 1) K constant value of
B,B magnetic flux density weight function

(vector, scalar) n exponent for turbulent
b magnetic field (or boundary layer veloc-

magnet) half-width ity profile
(Fig. 1) Rem magnetic Reynolds

c electrode half-length number (Eq. (4»
(Fig. 1) Rex conventional Reynolds

d magnetic field (or number based on x,
magnet) half-length xu",/v
(Fig. 1) SB Shercliff-Bevir

E electric field U - u(y) velocity in x-direction
EBL electromagnetic as a function of y

boundary layer u'" free-'stream velocity
EM electromagnetic V volume of fluid
FL Lorentz force V fluid velocity
G function defined by W weight vector (Eq. (6»

Eq. (20) x streamwise coordinate
Iv virtual current (Fig. 1)
iv virtual current per unit y coordinate normal to

length of electrode surface (Fig. 1)
j current density z coordinate in z (span-

Jv , Jv virtual current density wise) direction (Fig. 1)
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Subscripts
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constant in Eq. (21)
constant in Eq. (21)
difference
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cess (Fig. 4)
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kinematic viscosity
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fluid electric conduc
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II
y-component
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Kasper (1989). The Smith-Slepian device (patented well before 
the 1950's development of the EM flow meter) was to be 
mounted below the water line on a ship's hull to act as a ship's 
log. However, the effects of induced currents and three di
mensionality were erroneously neglected, so that the device 
would not have given a correct measure of the ship's velocity. 
The more recent Bruno-Kasper device is designed to produce 
a voltage signal that is indicative of the velocity fluctuations 
in the turbulent boundary layer on the hull of a submarine or 
surface ship. It is not apparent how the signal could be used 
to obtain steady state or tim'e-averaged boundary layer prop
erties. 

The scalar voltage output of the EBL probe shown in Fig. 
1 is a function of many independent variables. They are the 
free stream velocity, «<„, the boundary layer thickness, shape 
factor and state (laminar or turbulent), the electrode spacing 
(2a) and length (2c), the magnetic field size (2b x 2d) and flux 
density (B) and the electric conductivity of the fluid, a. (Use 
of finite width electrodes rather than line electrodes, would 
add another independent variable.) 

One need only look at the large number of these independent 
variables to see that a simple analytical model of the EBL 
probe is called for. The purpose of this paper is to develop 
such a model to predict the voltage characteristics for given 
boundary-layer conditions. The goal will be to see what bound
ary-layer flow property is measured by the scalar voltage out
put. Results of the analysis will also provide guidance for the 
actual design of an EBL probe and for an experimental pro
gram to evaluate and calibrate it. 

Analysis and Results 

The goal in this section is to derive an expression for the 
open-circuit voltage A$ = $ i - * 2 between the electrodes (Fig. 
1) in terms of the fluid velocity and geometric and magnetic 
terms that characterize the EBL probe. First the Shercliff-Bevir 
equation which is basic to the analysis will be discussed. Then 
a two-dimensional model (infinitely long electrodes and mag
net) will be derived to show important features. Finally a three-
dimensional model (finite electrodes and magnet) will be for
mulated and used to show that an array of paired electrodes 
would be a key feature in making boundary layer measure
ments. 

(a) The Shercliff-Bevir Equation. In the study and design 
of electromagnetic volume flow meters, Shercliff (1962) intro
duced the concept of a weight function which was later made 
more general by Bevir (1970) as the weight vector. Their work 
resulted in a much-used, well-documented equation (see Bevir 
(1970) for the derivation, and also an alternate derivation given 
by Hemp (1988)) that is widely used for the design of EM 
volume flow rate meters. It will be referred to here as the 
Shercliff-Bevir (SB) equation. The equation is valid for small 
magnetic Reynolds numbers only. It is given by 

- I . A</> = </>,-02= V'WdV (5) 

where A$ is the voltage measured between the parallel elec
trodes (see Fig. 1) (volts), F i s the volume in the conducting 
fluid over which the EBL probe acts (m3) (all of the fluid above 
the insulated surface in Fig. 1), V is the velocity vector at a 
point in the volume Kof the fluid (m/s), and W is defined as: 

W = BxJ„ (6) 

where B is the magnetic flux density of the EBL probe (Fig. 
1) (Webers/m2, or volt s/m2) and J„ is the virtual current density 
per unit of virtual current, (amps/amp m2). The virtual current 
is a "calibration" (EBL probe geometry and magnetic field 
dependent) quantity. It is an electrical current that is caused 
to flow between the two electrodes, when there is no (V = 0) 
fluid motion. It is not the actual induced current (which causes 

the measured voltage, A$), The induced current is produced 
when the conducting fluid is in motion through the magnetic 
field (see Fig. 1). • 

The weight vector, W, is a very useful concept that is used 
by volume flow rate meter designers to "correct" (usually by 
means of the magnetic field) for nonsymmetrical velocity pro
files in pipe flows (e.g., when a flow meter is mounted close 
to an upstream elbow). To more clearly see what the probe 
voltage (Eq. (5)) represents for a boundary layer flow (Fig. 1), 
let it be assumed for the' moment that W can be controlled 
(say by a suitable choice of B) in the following way. Let W 
be a constant K in the boundary layer (y<8 where 5 is the 
boundary layer thickness) and between the electrodes (1,2) 
\x\ <a, \z\<c. Everywhere outside of this region, W is as
sumed to be zero (or very small). Also, it is assumed that 
IVI =u„ (aconstant) fory>5and IVI =u(y) a n d j < 5 . From 
(5) the EBL probe voltage will be 

A</> = 4acK\ u(y)dy (7) 
Jo 

Now consider a uniform flow (u = ua for y>0 in Fig. 1) over 
the same EBL probe. Equation (5) yields 

A(j>uni{arm = 4acKuA dy (8) 

Subtracting (7) from (8) and using the definition of Su the 
boundary-layer displacement thickness, one gets 

A^uniform ~ A<£ 
«i = 

J 0 V "<* 
dy-

4ac u„K 
(9) 

Thus in this particular case where W has been specified to be 
a constant K, it is seen that with knowledge of A4>unjf0rm, the 
EBL probe voltage provides a direct measure of a boundary 
layer integral quantity, the displacement thickness, 5]. (Recall 
that 5j is defined as the distance by which the solid surface 
would have to be displaced to maintain the same mass flow 
rate in a uniform frictionless flow (A<3>uniform).) 

(b) Two-Dimensional Model. It is not readily apparent 
how one would achieve the "square-wave" weight vector dis
tribution that was used in (5) to obtain the displacement thick
ness result of (9). A more plausible weight vector can be derived 
using the EBL probe in Fig. 2. It consists of two parallel infinite 
line electrodes (these eliminate end effects) with an infinitely 
long magnetic field between the electrodes. (Here infinite means 
that both c and din Fig. 1 are much greater than a.) As before, 
it is assumed that there is a steady two-dimensional boundary 
layer flow (thickness 5) occurring in the x-direction, given as 
u = u(y) for y<8 and u = ux (a constant) for y>8, with no 
(or small) change of 5 in the x-direction. 

It is assumed for the purpose of this analysis that the mag
netic field has component By (a constant) only, as shown in 
Fig. 2. The magnetic field will eventually arch over and curve 
back to the south pole of the magnet (or coil), but it is assumed 
here that this will occur far from the electrodes and contribute 
little to W. Equation (5) then becomes 

A<t> = u{y)ByJu dzdydx (10) 

The virtual current component in the z-direction, Jvz, can be 
obtained from a classic solution for the voltage field around 
a line sink and a line source pair. This is given by Skitek and 
Marshall (1982) 

hiy, z)=-—in 
47TC7 

y2+(z + af 
y2+ 

(ID 
(z-aY 

where $„ is the voltage due the virtual current (as defined by 
Bevir, 1970) Iy, and iv is the virtual current per unit length of 
electrode, (amps/m). Lines of constant $y and constant virtual 
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Fig. 3 Nondimensional voltage output (A** = A<I>/( - u„) By a) as a func
tion of boundary layer thickness divided by half electrode spacing, 61a, 
for various boundary layer velocity profile shapes. 
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current are shown in Fig. 2. From Ohm's law and the definition 
of virtual current, Jvz in (10) is given by 

J» = (12) 

having the units of amperes per ampere of virtual current per 
unit area normal to the virtual current. 

Using (11) and (12) in the SB equation as given in (10), the 
EBL probe voltage for this two dimensional model is 

A</> = 
By 

2TT 
{00 

u 
o 

00 In 
4a2+y2' 

dy (13) 

where By is the magnetic flux density (a constant as shown in 
Fig. 2), and 2a is the electrode spacing. 

Using Eq. (13), various forms of the velocity u{y) can be 
assumed to calculate the voltage output A<3>. For a uniform 
flow, u(y) =u„, (13) yields 

A<^Uniform = ~ « » By a (14) 

which shows very simply that the voltage output of this two-
dimensional EBL probe depends on the flow velocity, the mag
netic flux strength and the electrode spacing. 

For boundary flow, as shown in Fig. 2, consider three bound
ary layer profiles as given by 

linear u = u„ 

laminar u = ua 

turbulent u = ua 

3y l y 
28 2\8 

\ln 

0<y<8 

all with u = u„ for ^ > 5 . Equation (13) was evaluated using 
(15) for various boundary-layer thicknesses. The linear case 
and laminar case (cubic laminar flow velocity profile) can each 
be integrated directly. The turbulent cases were integrated nu
merically for a range of values of n. The results are shown in 
Fig. 3, which is a plot of nondimensional A** (Eq. (13)divided 
by (14)) as a function of boundary layer thickness, 5, divided 
by the electrode half-spacing, a (Fig. 2). 

In Fig. 3, a uniform velocity profile (5 = 0) yields a probe ' 
voltage output of A** = 1 as a standard of comparison. All 
profiles in Fig. 3 start at A** = 1 for 5 = 0, but then the voltage 
output decreases as 8/a is increased, compared to the uniform 
velocity (5 = 0) case. Most important, given a 8/a value, the 
output voltage values show that the EBL probe should be able 
to discriminate between a linear, laminar and turbulent bound
ary layer with the same free stream velocity, «„. In fact, with 
the latter, discrimination between turbulent (time-averaged) 
velocity profiles at different Reynolds numbers (different val

e/a 

Fig. 4 Nondimensional voltage response of the two-dimensional model 
of the EBL probe to the position of imposed velocity discontinuities. 
Note that each curve represents a constant volume flow rate. 

ues of n) is possible as shown by the voltage curves calculated 
forn = 7, 8, and 9. 

All of the curves in Fig. 3 show that as the volume flow rate 
across ayz plane decreases (i.e., with increasing 8/a) the output 
voltage decreases. The same is true for different velocity pro
files at the same 8/a, with the linear profile having the lowest 
mass flow rate and lowest A**. 

To show that the EBL probe is not just a volume flow 
measuring device (such as commercial units that measure vol
ume flow in a pipe) consider the results of an analysis using 
the probe model of Fig. 2 and Eq. (11) at a constant flow rate. 
A uniform velocity profile that has a moveable "notch" (ve
locity deficit or wake) in it was analyzed. This velocity profile 
is given by, 

u = ux, Q<y<e 
1 

u = -ux, e<y<a+e 

u = u00, a + e<y<<x>; 

(16) 

where a is the electrode half spacing and e is the location of 
the notch. Putting Eq. (16) into Eq. (13) yields a closed-form 
solution 

21 

(15) A0* = 
A</> 

- u^B/i 
= 2-7ra + a -In 

• I i + 1 | . n 1+4 

2a 

a 

e + a 

l+4|f + 2tan" 

- 2 t a n - ' 1 + 
e/a 

(17) 

and the evaluation of this is shown in Fig. 4. 
The lower curve in Fig. 4 is a plot of the nondimensional 

voltage output as a function of e, the location in the j'-direction 
of the notch in the velocity distribution. This curve shows that, 
at a constant flow rate, the relatively simple two-dimensional 
EBL probe model is able to detect the position of the notch 
up to a value of e/a of about 10. If the notch is above 10, the 
probe in effect senses a uniform flow. 

The major finding here is that the EBL probe can detect 
details in a velocity profile within about five electrode spacings. 
The upper curve in Fig. 4 shows the case of a velocity overshoot 
(a jet or velocity notch excess of 3/2 u„), a distance e away 
from the wall and a in extent. The probe output voltage is 
now higher than the uniform flow case (since some of the flow 
field is moving at a higher velocity than u„). Again, when the 
velocity discontinuity position is below an e/a value of 10 the 
probe output voltage is sensitive to its position. 

In summary, the model of Fig. 2 gives results that are shown 
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in Figs. 3 and 4, and demonstrates what the EBL probe is 
measuring in terms of fluid flow velocities over a range of 
parameters. Also, all of the above analysis was based on steady-
state or time-averaged fluid flows. What needs to be done now 
is to extend the analysis to a three-dimensional sensor (i.e., 
finite length electrodes) such as the one shown in Fig. 1. 

(c) Three-Dimensional Model. By using a two-dimen
sional model (Fig. 2) the complicating end effects of the magnet 
and the electrodes (electrode half length c and B field half 
length d in Fig. 1) were eliminated. These can be taken into 
account by using a three-dimensional line source and sink pair 
in place of the two-dimensional virtual voltage field of Eq. 
(11). Using an expression for a finite line source (or sink) and 
a sink image, this virtual voltage field $„ for the electrode pair 
shown in Fig. 1 is given by (e.g., see Weber (1950)) 

M*> y, z ) : 

4ira 

-In 

In 
[(x+c)2+ (z-a)2+y2]y2 + (x+c) 
l(x-c)2+ (z-a)2+y2]l/2+ (x-c) 

[(x+c)2+ (z + a)2+y2]xn+ (x + c) 
[(x-c)2+(z + a)2+y2]w2+(x-c) 

(18) 

where it, = Iv/2c, Iv is the virtual current (amps) and a and c 
are the electrode pair dimensions as shown in Fig. 1. 

As in the two-dimensional case, a simple form is assumed 
for the magnetic field, given by By(x, z) = By = constant for 
- d < x < d a n d -fr<z<£, and5^ = 0 for \x\ >d&nd \z\ >b. 
As before the B field has been simplified with a /-component 
(By = const) only, assuming that the other components of B 
necessary to form closed flux lines occur far enough away from 
the magnet so that their contribution to W is small. Using By 
as defined and Eq. (18), the SB equation, (5), can be normalized 
by the two-dimensional uniform flow result (14), to get 

A</>* = 
A(j> 1 

- u„Bya 4irac 
ru(y) 
J Q WQQ 

ar G(x,y)dxdy (19) 

where u(y) has the same restrictions that were placed on the 
boundary layer for the two-dimensional probe case, and G(x, 
y) (from the source-sink model, (18)) is 

G(x, y)=ln[[(x + c)2 + (b- a)2 + y2]W2 + (x + c)][[(x- c)2 

+ (b + a)2+y2]l/2+(x-c)]-\n[[(x+c)2+(b + a)2+y2]W2 

+ (x+c)][[(x-c)2+ (b-a)2+y2]U2 + (x-c)] (20) 

Equation (19) was evaluated analytically for the case of u (y) 
as a linear profile boundary layer given in (15). The results for 
the nondimensional output voltage A**, are shown in Fig. 5 
as a function of b/a for a magnet length and electrode length 
equal to electrode spacing (d=c = a). Each curve in Fig. 5 
represents a linear profile boundary layer thickness, 8/a, rang
ing from uniform flow (8/a = 0) to 8/a =3. The electrode half 
spacing, a, has been chosen as the normalizing length dimen
sion since it would be an easily measured or specified quantity. 

The analytical results (from (19)) in Fig. 5 show key features 
of the EBL probe. The A** curve for uniform flow (5/« = 0) 
has the largest values of output voltage, with a very pronounced 
maximum of A$* = 0.5 occurring at b/a =1.0, where the mag
netic field width is equal to the electrode spacing. This max
imum is half that of the equivalent two-dimensional model 
(Eq. (14)), which shows that end effects and a finite length 
magnet induce a smaller voltage. For this 8/a = Q curve, the 
output voltage rises steeply in a linear fashion as b/a values 
are increased from 0 to 1.0. The voltage then falls off in an 
exponential fashion for b/a values greater than 1.0. 

The voltage output curves for each 5/a>0 linear profile 
boundary layer thickness in Fig. 5 have similar shapes, but 
each falls below the uniform flow (8/a = 0) curve (the latter is 
a limiting case for any boundary layer shape) as the boundary 
layer thickness increases and less of the flow is within the 

A4> 

b/a 
Fig. 5 Nondimensional voltage response of the three-dimensional 
model of the EBL probe as a function of magnetic field width divided 
by electrode spacing for four linear profile boundary layer thicknesses 

A4>* 

Fig. 6 Multiple paired electrode EBL probe, (a) Top view of array of five 
pairs of electrodes, for fa = a and d = c. (b) Voltage output of (a) for two 
boundary layer thicknesses, corresponding to results of Fig. 5. 

"effective range" of the EBL probe (see Fig. 4). The maximum 
A$* value for each 8/a curve is slightly shifted to the right 
(e.g., the maximum A$* (0.5) for 8/a = 0 occurs at b/a= 1.0 
while the maximum A** (0.14) for 8/a = 3, occurs at b/a= 1.5). 

What is striking about the family of curves in Fig. 5 is how 
clearly the effect of boundary layer thickness is demonstrated. 
It shows that at the very least, the EBL probe could be used 
to identify an unknown boundary layer if it were calibrated 
with a known boundary layer family. Similar curves (with 
higher A4>* values) will result when laminar and turbulent 
boundary layer profiles (Eq. (15)) are used in (19). They will 
fall between the linear profile curves and the uniform flow 
curve of Fig. 5, as shown by the results of Fig. 3 for the two-
dimensional model. 

In Fig. 5, suppose that b/a is varied by holding the magnetic 
field width b constant and varying the electrode spacing, a (see 
(19) and (20)). Then, for a given 8/a, the voltage output curve 
can be thought of as being traced out by discrete voltages 
measured from an array of paired, parallel electrodes, for a 
fixed magnetic field. 

An example of such a multiple paired electrode arrangement 
is shown in Fig. 6(a) as a sketch of a top view of an EBL 
probe with five pairs of electrodes, where the magnetic field 
is equal in width to the spacing of the third pair of electrodes 
and #3 is taken to be equal to b. Based on Fig. 5 results, the 
voltage outputs from the five pairs of electrodes would produce 
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a A$* versus z curve as sketched in Fig. 6(b) for two boundary 
layer thicknesses, <5i and <5n, where 5n>5|. The inner two elec
trode pairs («i and a2, mounted well within the magnetic field) 
define the linear part of each curve. The electrode pair mounted 
at half spacing a3 at the edge of the field, yields a voltage that 
is at or near the maximum A$* for each boundary layer flow. 

Thus, an EBL probe with an array of parallel paired elec
trodes (such as in Fig. 6(a)) could be used to unobtrusively 
measure the entire boundary-layer flow by recording the volt
ages for each pair of electrodes. 

The three-dimensional model given by Eq. (19) can further 
be used as a "design tool" to investigate the variation of other 
parameters. Voltage characteristics curves can be fairly easily 
generated for other combinations of um, By, 8, electrode length 
c, and magnetic field length d and width b. 

Summary and Conclusions 
The goal of this paper has been to gain better understanding 

of what the proposed electromagnetic boundary layer probe 
(Fig. 1) actually measures in the boundary-layer flow of an 
electrically conducting fluid over a solid insulated surface. To 
this end the following was found: 

1. The Shercliff-Bevir equation, (5), much used in the design 
and understanding of electromagnetic volume flow rate 
meters, was applied to the EBL probe. It was shown that 
the voltage output of a probe results in a boundary layer 
integral quantity, which under restricted weight vector 
conditions, can be used as a direct measure of the bound
ary-layer displacement thickness, Sx (Eq. (9)). 

2. Using a two-dimensional line source-sink model for the 
virtual current part of the Shercliff-Bevir equation, some 
operating characteristics of the EBL probe were deter
mined. One key result showed the range of sensitivity of 
the EBL probe to a parametric change in the location of 
a wake (or jet) embedded in an otherwise uniform two 
dimensional flow (about five electrode spacings from the 
wall for the case considered in Fig. 4). It was also shown 
that under controlled conditions, laminar and turbulent 
boundary layers could be differentiated (Fig. 3). 

3. A three-dimensional line source-sink analysis used for 
calculating the virtual current provided a more compre
hensive prediction of what an actual EBL probe would 
measure in a boundary layer flow. This analysis provided 
the means (Fig. 5) to reason that a multiple paired elec
trode design (Fig. 6) would be a very beneficial feature. 
The analysis also provides the means to predict the in
fluence of any one of the ten independent variables that 
determine the output voltage of the EBL probe. 

In conclusion, the analysis presented in this paper shows 
that the electromagnetic boundary layer probe holds promise 
for the nonobtrusive measurement of boundary-layer flows at 
low magnetic Reynolds numbers. The characterization it would 
provide is independent of such fluid properties as density and 
viscosity. The only fluid property of importance is the fluid 
electric conductivity, a (Eq. (1)). 

Results from the three-dimensional model (shown in Fig. 5) 
demonstrate that it should be possible to experimentally cal
ibrate a multiple paired electrode EBL probe (with a non-

idealized magnetic field) in a known boundary layer flow. The 
shape of voltage curves from such a calibration should be the 
same as those shown in Fig. 5 and 6(b). These curves are 
approximately fitted by equation 

Atf> = - ( l - e - f e 2 ) (21) 
z 

where a and /3 are constants that depend on the linear slope 
and the location and value of the maximum value of A$. This 
equation could serve as a basis of a calibration curve for an 
EBL probe. 

The electrode pairs have been treated as being parallel to 
the two-dimensional flow considered in this paper, so that the 
voltage output is maximized (Eq. (1)). The electrodes could 
also be mounted in a nonparallel position to get other voltage 
components of a given three-dimensional flow. 

All of the analysis presented here was for steady-state or 
time-averaged flow velocities. Further work needs to be done 
on extending the EBL probe analysis to the measurement of 
time-dependent (e.g., turbulent) fluid flows. 

Finally, the analysis presented here has answered the ques
tion of what the EBL probe actually measures in a boundary 
layer flow. The answer is the integral given on the right-hand 
side of the Shercliff-Bevir equation in (5). The EBL probe 
measures a voltage that is given by an integral or velocity over 
space, but not by the velocity itself. If the weight vector W 
(Eq. (6)) is chosen correctly, the voltage measured is directly 
proportional to the displacement thickness of the boundary 
layer (Eq. (9)), 8,. 

Thus, future work on the EBL probe might not only include 
experiments to verify that it can be calibrated as reasoned here, 
but also could include analytical efforts to find an electrode 
geometry and magnetic field combination that will yield a 
weight vector W which is independent of y. (This will satisfy 
the conditions that were used to arrive at Eq. (9)). The resulting 
EBL probe would then be a very effective boundary-layer 
displacement thickness meter. 
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Numerical Modeling of Waveguide 
Heated Microwave Plasmas 
Waveguide-heated microwave plasmas for space propulsion applications are ana
lyzed by a two-dimensional numerical solution of the combined Navier-Stokes and 
Maxwell equations. Two waveguide configurations—one purely transmitting and 
the other with a reflecting end wall—are considered. Plasma stability and absorption 
characteristics are studied and contrasted with the characteristics of resonant cavity 
heated plasmas. In addition, preliminary estimates of the overall efficiency and the 
thrust and specific impulse of the propulsion system are also made. The compu
tational results are used to explain experimental trends and to better understand the 
working of these devices. 

Introduction 
Several experimental programs (e.g., Micci, 1984; Hawley 

et al., 1989; Herlan et al., 1987) are currently investigating the 
feasibility of microwave propulsion for future space applica
tions such as orbit transfer and maneuvering. This new pro
pulsion scheme belongs to a larger class of advanced propulsion 
systems generally referred to as electrothermal propulsion 
(Sovey et al., 1986). Electrothermal concepts employ electro
magnetic radiation to heat a propellant gas before expanding 
it in a rocket nozzle to generate thrust. They are different from 
chemical propulsion in that the energy is obtained by electric 
heating and not from chemical reactions. Electrothermal con
cepts are also different from electromagnetic (such as MHD) 
and electrostatic (such as ion thrusters) concepts in that electric 
means are employed solely to heat the gas and not to accelerate 
it; the acceleration of the heated gas is accomplished in a 
converging-diverging nozzle similar to chemical systems. 

Various electromagnetic radiation sources such as arcjets, 
lasers, and microwaves are being considered. In the area of 
arcjets and lasers, considerable research work has been ac
complished over the last decade (e.g., Deininger et al., 1990, 
Welle, et al., 1987). Both experimental and theoretical analyses 
have enhanced the understanding of these systems. Results 
from these studies have demonstrated the potential of these 
concepts although there are still some issues remaining. On 
the other hand, microwave propulsion has received a lower 
level of attention with work being started more recently. The 
microwave concept is attractive because it possesses several 
advantages over other sources of radiation; in particular, mi
crowave generation is very efficient and gas absorptivities are 
very high at microwave wavelengths. Recent experiments in 
microwave propulsion have been targeted (Balaam and Micci, 
1990, Mueller and Micci, 1990) toward understanding the phys
ics of these plasmas and evaluating the conceptual feasibility 
of the propulsion system. 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
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Editor: R. A. Agarwal. 

Two kinds of microwave configurations have been proposed 
for heating the propellant gas—resonant cavity plasmas and 
waveguide heated plasmas. Figure 1 shows these concepts sche
matically. In the resonant cavity concept (Balaam and Micci, 
1989,1990), shown in Fig. 1(a), the microwaves are introduced 
into a cylindrical cavity that is tuned so that a standing wave 
pattern is maintained within the cavity. A plasma discharge is 
initiated at a flowfield location where the electric field intensity 

Propellant 

Inflow 

Microwave 

Cavity 

(a) 

Microwave Power 

Propellant Inflow 

/,\ power uut 

Fig. 1 Schematic diagram showing two types of microwave configu
rations: (a) resonant cavity and (b) waveguide heated 
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is a maximum. The propellant gas is heated by the plasma and 
then expanded in a nozzle. By choosing an appropriate standing 
wave mode in the microwave cavity, the plasma location may 
be controlled. In addition, plasma stabilization using a bluff-
body in the flow has also been studied to provide additional 
control of its location. Both experiments and computations 
(Venkateswaran and Merkle, 1991) have shown that both free-
floating and bluff-body stabilized plasmas may be stably main
tained in these devices. 

The second scheme, the waveguide concept, is the subject 
of this paper. In this concept (see Fig. 1(b)), the microwaves 
are absorbed in the travelling (or propagating) wave mode 
rather than in the standing wave mode (as in the resonant 
cavity). To accomplish this, the propellant gas is caused to 
flow through a tube that is located inside a standard microwave 
waveguide. The plasma is initiated in the gas and maintained 
by absorption of the microwaves in the waveguide. Such a 
plasma is, however, inherently unstable and tends to move 
toward the source of the microwave power (i.e., the end of 
the tube where the microwaves are introduced). In the exper
iments of Mueller and Micci (1989, 1990), microwaves are 
introduced into the waveguide at the same end as the gas flow. 
The plasma then propagates toward the inlet of the device. By 
maintaining the gas flow rate at exactly the plasma propagation 
speed, the plasma may in principle be stabilized. This is how
ever a very difficult condition to ensure, and in practice, a 
bluff body is introduced into the flow to stabilize the plasma. 
Experiments with such configurations have demonstrated that 
the plasma may be stably maintained in the wake of the bluff 
body over a range of powers; recently, measurements of gas 
temperatures and efficiencies of the device have been carried 
out (Mueller, 1991). 

Theoretical analysis of the microwave heating of gases has 
received limited attention. A one-dimensional model (Mueller 
and Micci, 1989) was used to study the propagating microwave 
plasma heated in a waveguide setup. The analysis is similar to 
the one-dimensional model developed by Raizer (1977) for 
propagating laser plasmas. The pressure is assumed to be con
stant, enabling the energy equation to be decoupled from the 
momentum equations. The mass flux then emerges as an ei
genvalue of the problem and corresponds to the propagation 
speed of the plasma. The predicted propagation speeds do not 
agree well with experimentally observed values. The authors 
attribute this to radiation losses that were not properly ac
counted for in their model; however, it is also likely that the 
constant pressure assumption, which gives rise to the eigen
value, is responsible for the discrepancies. 

The present analysis represents the first attempt at a detailed 
two-dimensional modeling of waveguide-heated plasmas. Re
cently, resonant cavity plasmas were studied by means of a 
two-dimensional model which involved the coupled solution 
of the Navier-Stokes equations for the propellant gas and the 
Maxwell equations for the microwaves (Venkateswaran and 
Merkle, 1991). Both free-floating and bluff-body stabilized 

Flow Inlet 

Microwave Power Inlet 

j§t~<-1 Flow Tube 

' tZ" -* £ Cylindrical Waveguide 
Bluff Body ' J - - i 

Fig. 2 Geometry used in the waveguide plasma computations showing 
typical finite difference grid 

plasmas were investigated and the computational results agreed 
quite well with experimental observations and trends. In the 
present paper, the coupled Navier-Stokes and Maxwell equa
tion analysis is adapted to study waveguide-heated plasmas. 
There are some important differences between the waveguide 
configuration and the resonant cavity configuration. One of 
the objectives of this paper is to identify these differences and 
determine the impact that they have on the characteristics of 
the plasma. The geometry used in the computations is similar 
to that used in the afore-mentioned experiments with wave
guide plasmas, and bluff-body stabilization is used to keep the 
plasma stationary. The characteristics of the microwave dis
charge are studied under different operating conditions and 
parametric trends are identified. The results are compared with 
experimental measurements to strengthen our physical under
standing of these devices. 

Description of the Waveguide Configuration 
The geometry employed in the present analysis of waveguide-

heated plasmas is shown in Fig. 2 along with the computational 
grid. The gas flows from top to bottom within the cylindrical 
tube while the microwaves are introduced at the top of a cir
cular waveguide that surrounds the flow tube. Once gas break-
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Fig. 3 Schematic of experimental setup for plasmas generated in a 
circular waveguide (Mueller and Micci, 1990) 

Dummy Load Power Meier 

down is induced, the free electrons in the gas absorb the incident 
microwave energy and form a plasma discharge. To provide 
a stable location for the plasma, a bluff body is introduced 
into the flow so that the plasma remains anchored in its wake. 
The hot plasma absorbs energy from the microwave field and, 
in turn, heats up the surrounding cold gas by convection, 
diffusion and radiation. In a propulsion system, the heated 
gas is subsequently exhausted through a nozzle that is located 
near the bottom of the plasma discharge zone. 

It should be noted that not all of the incident energy is 
absorbed by the plasma. Part of the incident radiation is re
flected by the plasma back toward the source and a fraction 
is transmitted through it. In an ideal waveguide, the reflected 
and transmitted energies are generally transmitted through the 
inlet and outlet ends of the waveguide and are, hence, lost 
from the system. (In practice, these energy components are 
absorbed by dummy loads.) Clearly, it is important to reduce 
the reflected and transmitted power losses and maximize the 
percent of the incident power that is absorbed by the plasma. 
This quantity is customarily referred to as the coupling effi
ciency (7JC = .Pabs/Pinc). 

In contrast to the waveguide setup, in a resonant cavity 
configuration, the top and bottom walls of the cavity repeat
edly reflect the transmitted and reflected power components 
back toward the plasma. Therefore, the microwaves make 
multiple passes through the plasma. Both experiments and 
analyses have shown that coupling efficiencies approaching 
100 percent are possible with such a setup. Further, the standing 
wave mode of the cavity also ensures the location of the plasma 
at a region of maximum electric field intensity contributing to 
excellent plasma stability over a wide range of conditions. 

Despite the advantages of the resonant cavity configuration, 
the waveguide configuration remains attractive because of its 
simplicity. Therefore, it is desirable to determine ways of max

imizing the coupling efficiency in waveguide configurations. 
One way of reducing the transmission power loss in the 
waveguide set-up is to reflect the transmitted power component 
at the exit end of the waveguide back toward the plasma. This 
would enable a second pass of this energy through the plasma 
and possibly increase the coupling efficiency. Secondly, the 
reflected component would also set up a weak standing wave 
pattern in the waveguide. By proper dimensioning of the geo
metric set-up, the standing wave mode can be established so 
that a node of maximum field intensity occurs inside the plasma. 
As we will show later, such an arrangement contributes to 
increased stability of the plasma. 

In the experiments of Mueller and Micci (1989, 1990), two 
different geometric configurations have been used. In the ear
lier experiments, they used a long rectangular waveguide and 
characterized plasma propagation speeds. Further, they used 
a bluff body in the flow to hold the plasma and made meas
urements of coupling efficiencies and plasma temperatures. In 
the more recent experiments, they have employed a circular 
waveguide section, as shown in Fig. 3, with the microwaves 
being introduced at the top by means of an axisymmetric cou
pling probe. Both the circular waveguide and the axisymmetric 
coupling were adopted to prevent three-dimensional heating 
effects which were thought to cause the plasma to arc to the 
tube wall. At the downstream end of the waveguide, they used 
a rectangular flange section that was fitted with a dummy load 
on one end and a sliding short on the other end. This arrange
ment partly reflects the transmitted power back toward the 
plasma and causes a weak standing wave pattern to be formed 
in the waveguide. The experiments also included a choked 
orifice at the bottom of the flow tube. Measurements were 
made of the plasma coupling efficiency, plasma temperature 
as well as the overall thermal efficiency, thrust and specific 
impulse of the device (Mueller, 1991). These results showed 
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that this waveguide configuration behaves quite differently 
from the rectangular waveguide section employed earlier, the 
reasons for which are discussed later. 

Description of the Computational Model 
Geometric Configuration. The geometric configuration 

used for the computational analysis (Fig. 2) was selected to 
match the global characteristics of the circular waveguide ex
periments (Fig. 3). The diameter of the flow tube and the 
waveguide (100 mm) are the approximately the same as the 
experiment while the details of the gas inlet and the choked 
exit have been omitted. In addition, the waveguide is modelled 
as axisymmetric thereby omitting the details of the rectangular 
end-section. This geometry retains the essential features of the 
microwave plasma and the fluid dynamic interation. In all the 
calculations, the frequency of the microwaves is 2.45 GHz and 
the working fluid is gaseous helium. The computational grid 
size used is 101 x 121 for both the fluid dynamics and the 
microwaves. 

The boundary conditions on the microwave waveguide are 
extremely important. The waveguide inlet is taken to be a 
purely transmitting surface and TM0\ waves are specified as 
incident at this end. This is representative of the experimental 
conditions since only TMoi waves can propagate through the 
circular waveguide section. At the exit section, we consider 
two alternative boundary conditions—transmitting and re
flecting. The transmitting condition ensures that the micro
waves that are incident on the exit section are transmitted down 
the waveguide without reflection back toward the plasma. This 
corresponds to the case when all the energy transmitted through 
the plasma is absorbed by a dummy load. The reflecting con
dition, on the other hand, reflects all waves incident on the 
exit section back toward the plasma. This corresponds to an 
end-wall condition. In practice, dummy loads tend to reflect 
a part of the radiation incident on them. Furthermore, in the 
experiments, we noted earlier that the rectangular waveguide 
section at the bottom end causes some reflection of radiation 
incident on that end. Thus, our two exit conditions represent 
the extreme cases, and in practice, the situation would lie 
somewhere in between. 

Fluid Dynamic Model. The equations of motion that gov
ern the flow of gaseous helium are the compressible Navier-
Stokes equations. Because of the low Mach numbers encoun
tered in the flow, we use the low Mach number formulation 
described by Merkle and Choi (1987). The low Mach number 
version of the equations possesses well-conditioned eigenvalues 
at arbitrarily low Mach numbers and thus ensures robust con
vergence of the time-marching algorithm. For purposes of the 
numerical algorithm, the equations are written in the coupled 
vector form including the unsteady terms: 

where 
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Here,p, u, v,p, and rrepresent the density, x andy velocity 
components, the pressure and temperature, respectively. The 
source terms are written as two vectors i/i and H2. The vector 
H\ contains the standard fluid dynamic source terms that arise 
because of the axisymmetric co-ordinates. The vector H2 con
tains the source terms that arise from interactions with the 
electromagnetic radiation. These interaction terms are com
posed of the RMS values of the electric (E) and magnetic (H) 
fields and the electric current density (J). The energy equation 
contains the heat source from electromagnetic radiation given 
by J • E. In the momentum equations, the source terms arising 
from buoyancy and the Lorentz forces (J X B) are included. 
Radiation losses from the plasma are not accounted for since 
they do not affect the overall energy balance significantly (Ven-
kateswaran and Merkle, 1991). 

The numerical solution of Eq. (1) is obtained by using Euler 
implicit discretization (Warming and Beam, 1978) in time along 
with central differences in space for both the inviscid and 
viscous fluxes. Approximate factorization as described by 
Douglas and Gunn (1964) is used for the efficient solution of 
the resulting matrix operator. The details of this solution pro
cedure which involves block tridiagonal inversions for each 
coordinate direction are described by Venkateswaran and Mer
kle (1991). 

Maxwell Equation Solutions. The Maxwell equations for 
TM waves may be written in vector form analogous to the 
fluid dynamic equations: 
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In Eq. (3), the first three rows represent the standard Maxwell's 
curl equations relating the magnetic field (//#) to the electric 
field (Ex and Ey). The last two equations are equations for the 
electric current density derived from momentum considera
tions for the conducting electrons in the plasma. The electrical 
properties of the medium, namely the electrical conductivity 
adc, the collision frequency vc, the electrical permittivity e and 
the magnetic permeability a', are calculated as described by 
Venkateswaran and Merkle (1991). 

The Maxwell equations are solved in the time domain by 
adopting an explicit time-marching procedure that is second-
order accurate in time and space. The details of the solution 
algorithm are once again described by Venkateswaran and 
Merkle (1991). The Maxwell solutions yield an unsteady elec
tromagnetic field. However, in terms of fluid time scales, the 
field is steady and is represented by the RMS values of the 
time varying components. In the coupled solution procedure, 
for each NS (Navier-Stokes) time step, we calculate the EM 
field over several cycles (between 1 and 10 cycles) and then 
time-average it to obtain the RMS field. Typically, more cycles 
were required per NS iteration step toward the start of the 
calculation. After about 100 iterations, it was generally suf
ficient to compute a single EM cycle per NS step. Because of 
the explicit nature of the Maxwell algorithm, the procedure 
was found to be fairly efficient. 

Boundary Conditions for the Waveguide. The boundary 
conditions on the Maxwell equations for the EM field in the 
waveguide are particularly important. Previous research in the 
area of radio frequency plasmas (Rhodes and Keefer, 1989) 
specified the tangential component of the electric field at the 
boundaries. While this is the physically correct boundary con
dition for a reflecting wall (where the tangential electric field 
is zero), it is not proper for the power inlet and outlet sections 
of the waveguide. This is because the value of the electric field 
at these boundaries depends on the amount of power dissipated 
in the plasma and cannot be known a priori. The correct 
quantities to keep fixed at these boundaries are the Riemann 
variable (or characteristic). At the inlet section, the forward 
running characteristic represents the incident power and is 
specified as a boundary condition while the backward running 
characteristic represents the reflected power component and 
is calculated from the solution. At the exit section, the outgoing 
characteristic represents the power transmitted through the 
waveguide while the inward running characteristic represents 
any power that is incident at this end. Earlier, we discussed 
two kinds of conditions that may be applied at the exit of the 
waveguide—transmitting and reflecting. For the waveguide 
with a transmitting exit condition, the inward running char
acteristic is zero. For the waveguide with a reflecting end wall 
at the exit, the inward running characteristic is equal to the 
negative of the outgoing characteristic (i.e., the transmitted 
power is reflected back toward the plasma). 

The application of the locally one-dimensional method of 
characteristics yields the following expressions for the forward 
( + ) and backward ( - ) running characteristics: 

q+=\(.Ey + ZoHe), q~ =\lEy-ZoHe) (5) 

where Z0 is the characteristic impedance given by y /x'/e. 
As a check of our boundary procedure and to demonstrate 

the differences between the two undistorted electric fields, we 
plot the Maxwell solutions for a lossless waveguide in Fig. 4 
for both transmitting and reflecting exit conditions. Figure 
4(a) shows the RMS value of the axial electric field for the 
waveguide with a reflecting end wall. The characteristic equa
tions yield the obvious condition Ey = 0 for this case. The 
reuslt clearly shows a standing wave pattern in the waveguide. 
Since no power is dissipated in the waveguide, all the incident 

(a ) 

(b) 

AEr = 3000 V/n 
( c ) 

Fig. 4 Undistorted axial electric field in a waveguide, (a) Waveguide 
with reflecting end wall, (b) transmitting waveguide with one-dimen
sional method of characteristics, and (c) transmitting waveguide with 
proper characteristic boundary condition. 

power is transmitted through to the end wall, where it is re
flected back toward the microwave source. It is also evident 
that the exit wall acts as a node of maximum intensity. One-
half wavelength upstream of the end wall is a second node of 
maximum intensity. As mentioned earlier, this node would 
serve as an ideal location for the plasma. (In a later section 
of the paper, we will show that this location ensures excellent 
plasma stability.) In addition, the location of the waveguide 
end wall may be adjusted in order to control the location of 
the plasma. 

The corresponding result for the waveguide with the trans
mitting end condition is shown in Fig. 4(b). Surprisingly, this 
plot of the axial electric field again shows a standing wave 
pattern, although it is weaker than the standing wave in Fig. 
4(a). This means that not all of the incident power is transmitted 
through the exit section; rather, a percent of the power is 
reflected at this boundary (22 percent in this case). The reason 
for this is the use of locally one-dimensional method of char
acteristics at this (two-dimensional) boundary. For the axi-
symmetric waveguide, the one-dimensional boundary 
procedure cannot eliminate reflection completely. To specify 
this boundary condition correctly, it is necessary to employ 
the two-dimensional method of characteristics. In fact, this is 
a familiar problem in computational fluid dynamics and a 
formidable one. Fortunately, however, for microwaves trav
elling in a lossless waveguide, there is an exact solution (e.g., 
Gandhi, 1981). Using this exact solution, it becomes evident 
that the correct characteristic quantities are given by: 

t=^(Ey + ZTMHe), r=^(Ey~ZTMHe) (6) 

where ZTM is the characteristic impedance for TM waves in a 

la' /t*~ 
waveguide and is given by / — - -5S. Here, co is the frequency 

"\ e co e 

of the microwaves and kc is the wave number in the radial 
direction. 

Figure 4(c) shows the result for the transmitting waveguide 
using Eq. (6). Now the field pattern is completely changed. 
The standing wave solution is no longer evident; instead, the 
field lines run parallel to the waveguide axis with the maximum 
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Temperature Axial Electric Field, E, Field, E, Temperature Axial Electric Field 

Fig. 5 Solution field for plasma generated in a transmitting waveguide. 
Power 3.5 kW, pressure 1 atm, gas velocity 3 m/s, mass flow 1.1 g/s, Db 

= 4.5 cm. (a) Flowfield solution showing temperature and streamline 
contours and (b) electric field lines. 

occuring at the centerline. This is the correct solution for trav
elling waves in the waveguide. The power fluxes of the cal
culation also show that all the incident power is transmitted 
through the exit and none is reflected. It should also be noted 
that for this traveling wave solution there is no preferred axial 
location for the plasma; hence, the need for a stabilization 
device such as a bluff body is evident. 

Fig. 6 Temperature contours and axial electric field for reflecting 
waveguide configuration. Same conditions as Fig. 5. 

Characteristics of Waveguide Plasmas 
In the following sections, we present the computational re

sults for waveguide plasmas. We consider both transmitting 
and reflecting waveguide configurations and contrast their 
characteristics with resonant cavity plasmas. First, we present 
representative plasma solutions for the two waveguide config
urations followed by an investigation of the stability charac
teristics of these plasmas over a wide range of microwave 
powers. We then study the energy coupling (or absorption) 
efficiencies of these devices. Finally, estimates of the perform
ance of the device are presented in terms of thrust and specific 
impulse. Further, in these sections, available experimental data 
are presented alongside the computational results and the ob
served trends are discussed in order to obtain a better under
standing of these devices. 

Representative Plasma Solution. To provide a physical pic
ture of waveguide heated plasmas, a typical solution for a 
transmitting waveguide is shown in Fig. 5. The flowfield so
lution is given in Fig. 5(a) and (b) while the electric field 
solution is in Fig. 5(c) and (d). For this case, the inlet gas 
velocity is 3 m/s and the gas pressure is 1 atm. The corre
sponding mass flow rate is 1.1 g/s. The incident microwave 
power is 3.5 kW. 

The temperature contours in Fig. 5(a) show that the plasma 
discharge is maintained in the wake of the bluff body. As 
shown in Fig. 4, the electric field in the transmitting waveguide 
does not offer any preferred location for the plasma; conse
quently, its location is determined purely by the dynamics of 
the flow. The fluid dynamics tend to push the plasma down
stream while the microwave radiation pulls it upstream. The 
plasma is stable in a region where these two forces balance 
out. The plasma is long and slender with its outer diameter 
being roughly defined by the edge of the bluff body. The peak 
plasma temperature occurs on the central axis and is about 
9150 K which is typical of helium plasmas of this size (Balaam 
and Micci, 1989). The streamline contours in Fig. 5(b) show 
evidence of a recirculating region in the wake of the bluff 
body; however, the recirculating region is quite weak relative 
to its cold flow counterpart under similar conditions (Ven-

kateswaran and Merkle, 1991). This is because the strong heat 
addition in the plasma tends to suppress the recirculation zone. 
In fact, in some cases, the recirculation is totally eliminated. 

The axial and radial electric field contours are shown in Fig. 
5(c) and (d). The electric field lines are seen to be strongly 
distorted in the presence of the plasma (compare with Fig. 4). 
Because of the skin effect, the absorption of the energy occurs 
at the surface (or skin) of the plasma; consequently, the electric 
field is nearly zero inside the plasma. Upstream of the plasma, 
the electric field lines show a standing wave pattern that is set
up by the energy that is reflected by the plasma, while down
stream of the plasma, the electric field lines run parallel to the 
waveguide axis, representing the transmitted component. For 
the transmitting waveguide configuration, both the reflected 
and transmitted powers are lost from the system. For this case, 
3.5 kW is incident on the plasma, 2.4 kW (68.5 percent) is 
absorbed by the plasma, 1 kW (28.5 percent) is reflected back 
toward the inlet and 0.1 kW (3 percent) is transmitted through 
the waveguide exit. The coupling efficiency, which is defined 
as the ratio of absorbed to incident power, is therefore 68.5 
percent for this case. This energy budget is typical of the results 
obtained experimentally with the rectangular waveguide con
figuration (Mueller and Micci, 1989)—a large fraction of the 
input power is reflected back by the plasma while a relatively 
smaller fraction is transmitted through it. (The results of the 
circular waveguide experiments indicate lower amounts of 
power reflection and, consequently, higher coupling efficien
cies. The reasons for this somewhat different behavior are 
discussed later along with detailed comparisons.) 

Figure 6 shows the results for the same conditions used in 
Fig. 5 except that the transmitting downstream end of the 
waveguide is replaced by a reflecting end-wall. For the reflect
ing waveguide configuration, the power transmitted to the exit 
section is reflected back toward the plasma and thus gets a 
second chance to be absorbed. It is interesting to check if this 
alternate configuration gives better energy coupling than the 
transmitting waveguide. 

In all respects, the reflecting waveguide solution in Fig. 6 is 
remarkably similar to the transmitting waveguide solution. The 
electric field solution now shows evidence of a standing wave 
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Fig. 7 Effect of power variation on (a)-(d) reflecting, and (e)-(f) trans
mitting configurations. Other conditions same as Fig. 5. 

pattern downstream of the plasma as well indicating power 
reflection at the exit. The peak temperature is now 9310 K 
while the coupling efficiency is 68 percent (the reflected power 
loss is now 32 percent while there is no transmission power 
loss). Therefore, the reflecting condition has made very little 
impact on the nature of the plasma. The reason for this is the 
relatively small percent of the power that is transmitted through 
the plasma. However, the reflecting condition has a great im
pact on the stability of the plasma as we will see in the following 
section. 

The Effect of Microwaver Power. Figure 7 compares the 
performance of the reflecting and transmitting waveguides over 
a wide range of microwave powers. The reflecting waveguide 
results are shown on the top (Figs. 7(a) to 1(d)) while the 
transmitting waveguide results are shown on the bottom (Figs. 
7(e) and 1(f)). The flow conditions are once again the same 
as before (1 atm and 3 m/s inlet velocity). For the reflecting 
waveguide (Figs. 1(a) to 1(d)), the plasma is maintained stably 
in the wake of the bluff body over a wide range of powers, 
while for the transmitting waveguide (Figs. 7(e) and 1(f)), it 
is impossible to maintain the plasma at powers lower than 
about 3 kW. 

For the reflecting waveguide, as the power is reduced from 
5 kW to 1 kW, the plasma shrinks in size. This effect is more 
noticeable in the plasma length than in its radius since the bluff 
body size defines the nominal radial size of the plasma. The 
peak plasma temperature, however, stays constant at about 
9300 K. Of particular interest is the double plasma that starts 
to form at the 5 kW condition. Such double plasmas have also 
been observed experimentally (Mueller, 1991). When the power 
is reduced below 1 kW, the plasma is eventually extinguished. 

Such a power threshold exists because, at low powers, the 
electrons start recombining more rapidly than they are created 
by ionization. In our predictions, the minimum power was 
about 800 W, which is similar to experimental values. 

For the transmitting waveguide, in Figs. 7(e) and 1(f), at 
the higher powers (5 kW and 3.5 kW), the plasma discharge 
is qualitatively similar to the reflecting waveguide plasma. At 
lower powers, it is impossible to hold the plasma stably behind 
the bluff body. Consequently, the transmitting waveguide ex
hibits a power threshold (about 3 kW) that is much higher 
than that for the reflecting waveguide (about 800 W). Of course, 
this threshold would probably depend on the discharge pressure 
and flow rate; but, for the flow rates of interest here, the 
threshold power for the transmitting waveguide was consist
ently around 3 kW. 

The improved performance of the reflecting waveguide arises 
because the reflecting end sets up a standing wave mode; as 
described earlier, the standing wave mode creates a node of 
maximum electric field intensity one-half wavelength upstream 
of the exit, which serves as an excellent location for the plasma. 
(In fact, computations performed with different waveguide 
lengths show the plasma forming at a fixed location relative 
to the end-wall irrespective of the location of the bluff body. 
This shows the plasma location is dictated strongly by the 
electric field and not by the fluid dynamics of the bluff body 
wake. In such cases, it should be possible to sustain the plasma 
stably even in the absence of the bluff body.) In contrast, the 
transmitting waveguide absorbs in the propagating wave mode 
which provides no preferred location for the plasma. Thus, 
the stability of the plasma is dictated by the interaction of the 
fluid dynamics with the electromagnetic field. At lower powers, 
the convection dynamics of the flow dominates over the mi
crowave power and blows the plasma away from the wake of 
the bluff body. 

For the case in Fig. 5, only 3 percent of the power is incident 
on the exit end. It might seem surprising that the small amount 
of power reflection at the exit end makes such a big difference 
in terms of plasma stability. However, it should be noted that 
in the limit of the plasma getting extinguished all the power 
is transmitted through the plasma and is incident on the exit 
end. Thus, a dynamic balance exists between the amount of 
power transmitted through the plasma and the maximum elec
tric field intensity at the plasma location. At this juncture, we 
point out that reflecting waveguide plasmas behave very much 
like resonant cavity plasmas with regard to their stability. How
ever, there is a big difference with regard to the coupling 
efficiency because, in the waveguide, the power that is reflected 
by the plasma is lost through the inlet end. We turn our at
tention to this aspect in the following section. 

Coupling Efficiency. The coupling efficiency of the plasma 
is the percent of the incident power that is absorbed by the 
plasma. Figure 8 shows the coupling efficiency from both the 
computations and the experiments plotted for different powers 
and pressures. Here, as well as in all following figures, the 
computational results are represented by darkened symbols 
while the experiments are shown with open symbols. Figure 
8(a) shows the coupling efficiency results from the computa
tions using the reflecting waveguide configuration. We note 
that at low powers, high coupling efficiencies (between 90 and 
100 percent for 1 kW) are indicated. As power is increased, 
coupling efficiency drops almost linearly, and at 2 kW, it is 
down to about 75 to 80 percent. (Recall that for the case in 
Fig. 6, where the incident power was 3.5 kW, the coupling 
efficiency was 68 percent.) The energy budgets show that as 
the power is increased, the fraction of the power that is reflected 
back by the plasma increases. The exact reason for this kind 
of behavior is not clear but the behavior appears to be char
acteristic of waveguide-heated plasmas and has been observed 
experimentally as well. Some representative experimental data 
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Fig. 8(a) Variation of coupling efficiency with incident microwave power. 
Darkened markings show present computational results, open markings 
show experimental data for a rectangular waveguide from Mueller (1991). 
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Fig. 8(b) Variation of coupling efficiency with incident microwave power. 
Darkened markings show computational results when -he circular 
waveguide is modelled as a cavity. Open markings show experimental 
results for the circular waveguide from Mueller (1991). 

from the rectangular waveguide experiments of Mueller and 
Micci (1989) are shown on the same figure (Fig. 8(a)). Even 
though these results are for a different geometric configura
tion, it is encouraging to see that the trends are qualitatively 
the same. 

In Fig. 8(fo), the experimental results with the circular 
waveguide are shown. Here, the coupling efficiency is nearly 
independent of the power level and is between 90 and 100 
percent between 1 and 2 kW. This trend is completely different 
from those evidenced in Fig. 8(a). In fact, the circular wave
guide appears to behave more like a resonant cavity than a 
waveguide. A close look at the experimental set-up in Fig. 4 
reveals why this is the case. At the top of the waveguide, the 
microwaves are introduced through a coaxial probe which cov
ers only a portion of the waveguide inlet. The rest of the inlet 
surface is covered by conducting material which causes power 
reflection at the surface. Consequently, the power that is re
flected upward by the plasma is partly reflected back toward 
the plasma. Such reflections may take place continually until 
the radiation is absorbed by the plasma. In other words, the 
microwaves in the circular waveguide of Fig. 3 make multiple 
passes through the plasma much like in a resonant cavity. 
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Fig. 9 Variation of overall efficiency with incident microwave power. 
Darkened markings are computational results. Open markings are ex
perimental data from Mueller (1991). 

In order to test the above hypothesis, the computations were 
repeated by changing the inlet boundary condition of the 
waveguide to accommodate a coaxial inlet probe. The results 
of these computations are also plotted on Fig. 8(d) and are 
fairly similar to the experimental results. The coupling effi
ciencies at powers of 1 to 2 kW are as high as 98 percent but 
decrease slightly at powers higher than 2.5 kW. This behavior 
is typical of cavity plasmas because as the power increases, the 
microwave plasma grows larger—after a point, the geometry 
of the configuration prevents further growth and the plasma 
starts reflecting more power (Venkateswaran and Merkle, 
1991). It should be pointed out here that the results in Fig. 
8(&) were obtained by tuning the length of the waveguide for 
maximum absorption (which is the resonant cavity length). In 
the experiments, similar tuning was achieved by adjusting the 
axial location of the inlet coupling probe. Therefore, while the 
present configuration possesses attractive absorption charac
teristics, it lacks the simplicity of a pure waveguide set-up (with 
no moving parts). Since the objective of the research is to study 
the feasibility of using waveguide plasmas for a propulsive 
device, we go back to our original configuration in the re
mainder of the paper and carry out estimates of the overall 
performance of the device. 

Overall Thermal Efficiency. Once the plasma absorbs the 
radiation, it loses energy to the surroundings by conduction 
and radiation. It is, therefore, important to check how much 
ofthe energy is actually retained by the gas. The overall thermal 
efficiency is defined as the total energy in the gas at the exit 
section of the flow tube divided by the incident power. By 
definition, it will be less than the coupling efficiency by exactly 
the amount of energy that is lost to the side walls and the bluff 
body. Figure 9 presents experimental and computational es
timates of the overall thermal efficiency versus incident power 
at various representative flow rates. Increasing mass flow rate 
(either by increasing pressure or flow velocity) increases Reyn
olds number, decreases thermal diffusion, reduces plasma size 
and thereby increases the thermal efficiency. The overall ef
ficiency is also seen to decrease as we go to higher powers. 
This is because, at higher powers, the plasma grows larger 
which results in greater heat losses to the surroundings. Both 
experiments and computations reveal these trends although the 
computations underpredict the efficiencies somewhat. This is 
probably due to the differences in the two geometries that have 
been discussed earlier. We will see in the next section that 140 
mg/s represents an optimum mass flow rate for the device. At 
this condition, the overall thermal efficiency is predicted to be 
about 40 to 50 percent. 
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Fig. 10 Average gas temperature versus incident microwave power 
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Fig. 11 Specific impulse versus incident microwave power. Darkened 
markings are present computational results. Open markings are exper
imental data from Mueller (1991). 

Average Gas Temperatures. It is important to ensure that 
the incident radiation is absorbed efficiently and retained by 
the gas. It is also important to check how much the gas is 
heated by the radiation—in other words, the temperature to 
which the gas is heated. We have already seen that the peak 
gas temperature that occurs within the plasma core is typically 
between 900 and 10000K and is generally invariant to changes 
in operating conditions. The peak gas temperature is a useful 
parameter for characterizing plasmas, however, the average 
temperature is more important since it determines the per
formance of the thruster. The higher the average gas temper
ature the higher the specific impulse (which is the thrust per 
unit weight flow rate of propellant) of the thruster. Because 
of the highly two-dimensional nature of the plasma, the peak 
gas temperature is not very indicative of the average gas tem
perature. Figure 10 shows the average gas temperatures ob
tained from the computations as a function of power and mass 
flow rate. In all but one of the curves, the average temperatures 
were estimated at the exit of the flow tube. At the tube exit, 
the average temperatures are only about 700 to 1000 K, which 
are much lower than the peak plasma temperatures. At low 
flow rates (100 mg/s), the thermal diffusion losses from the 
plasma are quite large causing the gas to cool down consid
erably. Moderate increases in flow rate reduces these diffusion 
losses and the average temperature increases until it reaches 
an optimum (at 140 mg/s). Further increases in mass flow rate 
result in cooling down of the gas because the reduction in heat 
losses is now more than offset by the larger mass that is being 
heated by the plasma. 

The average gas temperature is only about 1000 K even at 
the optimum mass flow rate and it is unlikely to provide very 
good performance in practice. The reason for the low gas 
temperatures is the location of the plasma relative to the tube 
exit. The plasma is located too high up in the tube and the gas 
cools down considerably by the time it reaches the exit section. 
To show this effect, a representative curve showing the average 
gas temperature obtained immediately below the plasma is also 
shown in Fig. 10. Now, the gas temperature is higher ranging 
from 1500 to 2200 K. Clearly, it is desirable to locate the nozzle 
throat as close to the plasma as possible to get the best per
formance of the device. As mentioned earlier, it is possible to 
control the location of the plasma by proper positioning of 
the reflecting end-wall of the waveguide. Unfortunately, in the 
experimental configuration shown in Fig. 3, such a flexibility 
was not provided. Consequently, as discussed in the next sec
tion, the experimental estimates of specific impulse were very 
low. Current experiments are concentrated on adapting the 

circular waveguide configuration to maximize the performance 
of the device. 

Specific Impulse and Thrust. Finally, to get an idea of the 
performance that the waveguide plasma device is capable of 
delivering, we carry out simplified estimates of the specific 
impulse and thrust. We calculate these quantities based on the 
average gas temperatures given earlier and assuming isentropic 
expansion to vacuum. Accordingly, the specific impulse varies 
as the square-root of the average gas temperature while the 
thrust is the mass flow rate times the exhaust velocity. Figure 
11 shows computed specific impulse as well as the experimental 
estimates. There is fairly good agreement between the two with 
the computations slightly underpredicting the magnitudes. The 
results show that the specific impulse is only about 350 s when 
the average temperatures are taken at the tube exit. When the 
calculations are based on the average temperatures obtained 
just below the plasma, the Isp increases to about 480 s. While 
this is an improvement, current chemical combustion systems 
can also provide Isp's in that range. In contrast, the results 
from the study of resonant cavity plasma devices (Balaam and 
Micci, 1991, Venkateswaran and Merkle, 1991) showed that 
Isp's up to about 600 s may be attained with that configuration. 
Clearly, the feasibility of waveguide heated propulsion and of 
microwave propulsion, in general, depends on whether higher 
performance can be attained. Operating efficiently at high 
microwave power levels and the proper optimization of the 
flow rate in the device are key to achieving this. The design 
and development of new microwave configurations with high 
performance capability will be an important aspect of micro
wave propulsion research in the following years. 

In Fig. 12, similar results are shown for the thrust of the 
device. Again, there is fairly good agreement between the com
putations and the experiments pointing to the applicability of 
the computational model to the analysis of these propulsion 
systems. 

Conclusions 
A two-dimensional model involving the coupled solution of 

the Navier-Stokes equations and the Maxwell equations has 
been developed to model microwave plasmas heated in a 
waveguide setup. An implicit time-marching technique is used 
to solve the Navier-Stokes equations while the Maxwell equa
tions are solved in an explicit fashion. The geometry used in 
the computations is similar to that used in experiments. The 
boundary conditions on the waveguide are extremely impor
tant; the specification of the proper method of characteristics 
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Fig. 12 Thrust versus incident microwave power. Darkened markings 
are computational results. Open markings are experimental data from 
Mueller (1991). 

boundary condition enables us to treat the waveguide inlet and 
exit with physically meaningful conditions. For a waveguide, 
the inlet is generally a purely transmitting surface. Two kinds 
of exit boundary conditions are imposed on the waveguide— 
transmitting and reflecting. The transmitting condition sets up 
a purely propagating mode in the waveguide while the reflecting 
condition sets up a standing wave mode. Along with this re
flecting exit condition, when the inlet end is also treated with 
a reflecting condition (with provision for coupling in the mi
crowave power with a coupling probe), then the configuration 
becomes identical to a resonant cavity set-up. 

In our computations, all three configurations—the trans
mitting waveguide, the reflecting waveguide and the resonant 
cavity—are studied and contrasted in terms of plasma stability 
and energy coupling efficiencies. Our results show that the 
transmitting waveguide cannot maintain plasmas stably at 
powers less than about 3 kW; on the other hand, both the 
reflecting waveguide and the resonant cavity indicate good 
plasma stability over a wide power range (down to about 800 
W). This improved stability characteristic is because the stand
ing wave mode provides a preferential location for the plasma 
while a purely transmitting wave does not. However, when it 
comes to coupling efficiency, the reflecting waveguide config
uration does not perform as well as the cavity configuration. 
The reflecting waveguide gives high coupling efficiencies at 
low powers (99 percent at 1 kW) with the efficiency dropping 
as power is increased (68 percent at 3.5 kW). At the higher 
powers, the plasma reflects a greater fraction of the incident 
power back toward the inlet through which it is transmitted 
out and lost from the system. In contrast, in a resonant cavity, 
the reflected power is incident on a reflecting surface and 
directed back toward the plasma multiple times. Because of 
these multiple passes, the cavity plasma shows high coupling 
efficiencies (up to 98 percent) over a wider range of powers 
provided the length of the cavity is properly tuned. Both the 
stability and absorption characteristics mentioned above have 
been observed in experiments with waveguides and resonant 
cavities. 

Performance estimates of the waveguide plasma device show ' 
that the gas is cooled considerably by the time it reaches the 
exit of the flow tube. Average temperatures at the exit section 
range from 700 to 1000 K. Corresponding specific impulses 
are about 300 to 350 s. Experimental estimates yield similar 

results. Better performance is indicated when performance es
timates are based on the conditions just below the plasma. The 
average gas temperatures now go up to about 2200 K and the 
corresponding specific impulses go up to about 500 s. These 
numbers are competetive with existing chemical systems but 
better performance is necessary to justify the development of 
a new technology for propulsion. Typically, the target with 
electrothermal systems is in the range of 800 to 1200 s. Evi
dently, there is need for further research to study configura
tions that are designed to maximize performance. In particular, 
it is necessary to achieve high power to mass flow ratios in the 
device and to locate the plasma proximate to the nozzle throat. 
Both these factors will contribute toward higher average gas 
temperatures and, thus, yield better performance. 
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Computation of Flow Fields 
Induced by Water Spraying of an 
Unoonfined Gaseous Plume 

Flow fields induced by the interaction of water sprays and a gaseous plume have 
been studied in the context of absorbing and dispersing an accidental release of toxic 
gas in the air. The effectiveness of water sprays in absorbing highly water soluble 
gases was recently demonstrated in extended laboratory and field tests. In this paper, 
computer simulations are presented of the Hawk, Nevada Test Site, series of water 
spray/HF mitigation field tests. The model used, HFSPRA Y, is a Eulerean/La-
grangian model which simulates the momentum, mass and energy interactions be
tween a water spray and a turbulent plume of HF in air; the model can predict the 
flow velocities, temperature, water vapor, and HF concentration fields in two-
dimensional large-geometries for spraying in any direction, {i.e., down-flow, in
clined-down-flow, up-flow, and co-current horizontal flow). The model was vali
dated against recent data on spraying of water on large releases ofHF. It can provide 
a direct input to the design of water spray systems for HF mitigation. 

1 Introduction 
Releases of hydrofluoric acid (HF) can be effectively con

trolled in the field by absorption using water sprays (Blewitt 
et al., 1987; Schatz and Koopman, 1989). The feasibility of 
this control option also was studied theoretically (Fthenakis, 
1989; Fthenakis and Zakkay, 1990). In this paper, we discuss 
the results of modeling the Hawk field tests, which were con
ducted at the DOE Nevada Test Site in 1988, under the auspices 
of the Industry Cooperative HF Mitigation/Assessment Pro
gram (Schatz and Koopman, 1989). The model used in these 
simulations, HSPRAY, is based on the PSI-Cell Computer 
code (Crowe et al., 1977), which is an extension of the TEACH 
code (Gosman and Pun, 1973). 

2 Description of Model 

The HFSPRAY model comprises two sets of equations, one 
describing the gas-phase, and the other describing the drop-
phase. The gas-phase is modeled, by an Eulerean approach, 
as a continuous fluid with properties changing with distance, 
in two-dimensional coordinates. The gas-phase equations in
clude the continuity and Navier-Stokes equations, species con
servation equations for hydrogen fluoride and water, and the 
energy conservation equation. Turbulent flow is approximated 
by the equation of laminar flow with effective properties (i.e., 
viscosity, thermal conductivity, and diffusivity) which vary 
from place to place. The effective viscosity, and implicitly the 

Contributed by the Fluids Engineering Division of THE AMERICAN SOCIETY 
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posium on Fluids Mechanics of Sprays, Atlanta, GA, December 5, 1991. Man
uscript received by the Fluids Engineering Division April 27, 1992; revised 
manuscript received December 28, 1993. Associate Technical Editor: 
O. C. Jones. 

other effective properties, are calculated from the equations 
of turbulence kinetic energy (K), and rate of dissipation (e), of 
the kinetic energy, using the standard K-e sub-model of Launder 
and Spalding (1972). The K-e approach has been selected over 
the simpler mixing length approach, because the first is not 
limited by length scale and has been successfully applied to 
recirculating flows. 

The liquid-phase is modeled according to a Lagragian ap
proach by considering a finite number of particles of varying 
size and trajectory (Crowe et al., 1977). The Lagrangian ap
proach is a convenient and accurate method of computing 
interfacial mass, momentum and energy transfer at the droplet 
surface as the droplets transverse the continuous phase. With 
this approach the change of drop size and direction of move
ment is described. 

2.1 Gas-Phase Equations 
Conservation of Mass 

i^) + yy(pv) = T 

where F is the change in the mass of the drops per unit volume 
and unit time. 

Conservation of Momentum 

x-component 

" T - (fiU) +V— (fiU) = 
dx dy 

d 
+Vy 

— 2 — 
dx dx 

du dv 

dy dx 

du 

dx 

id_ 
"3 ax ' 

du dv\ _ 
dx dy) 
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/-component 

" — (pv) + v — (pv) = 
dx dy 

dP d 
dy ay He dy 

dx He 
du dv 

dy dx :3 dy' 
du dv\ 

The 2/3 V u terms are included in the Navier-Stokes equa
tions to describe the mixing of HF with air. F* and Fy are the 
components of the total force from the drops, per unit volume. 
These forces consist of interfacial drag only; the momentum 
transfer due to fast mass transfer through the interface, is 
taken into account by correcting the drag coefficient according 
to the film theory outlined in Bird et al. (1960). The spatial 
distribution of these force components is obtained from the 
solution of the drop-phase equations. 

K-e turbulence model 

d d d 1 He dK 
T-(pUK)+—(pVK)=— l - T 

dx dy dx \aK dx 
dy \<T„ dy 

^™\+G-

d , x d , x d 
— (pue) + —(pve) = — 
dx dy dx 

He de 
cf dx ^— + dy 

He de 
ff£ dy 

CieG Cipe2 

From K and e, the effective viscosity is determined from the 
Prandtl-Kolmogorov formula. 

,2 

G = 2jxe 

\Xe-C\X 

du\ /dy 

dx + [dy 

PK 

+ fle 
du dv 

dy dx 

G is the rate of generation of K due to Reynolds stresses, pe is 
the rate of dissipation of K, and aK, aey Cit C2, and Cfi are 
empirical constants. 

Conservation of Species 

d_ 

dx 
-^-(puYd + ^-(pvY,) 
dx dy 

pDei 
dY, 
dx dy 

PDM-W, 

The sum of W, terms in the species equations is equal to the 
source term, T, of the continuity equation. 

Conservation of Energy 

d , _ d , ™ d 
— (puT) + —(pvT) = — 
dx dy dx 

k dT 

cpg dx) dy \cpg dy 
k a n ^ 

where k is the thermal conductivity and Q is the term repre
senting rate of heat exchange with drops in a unit volume. 

Equation of State. Substitution of expressions for mixture 
molecular weight in the ideal gas law results in: 

P__T_ 18 A/HF 

Po ~ T0 (18 + 11 yw) (MHF + (29 - Mw)yH¥) 

The above equations are solved with wall, no-slip conditions 
on the floor, and either wall or free-stream conditions at the 
top boundary. 

2.2 Droplet-Phase Equations 

Momentum Transfer. Drop trajectories are considered ex
plicitly from the equations of motion (Crowe et al., 1977). The 
drag coefficients in these equations are calculated by the fol
lowing relationships (Beard and Pruppacher, 1971): 

CDs = (24/Re)(l +0.11 Re0'81) for Re < 21 

CDs = (24/Re)(l + 0.189 Re0632) for 21<Re<400 

For Re numbers greater than 400, Buzzard's and Nedderman's 
(1967) experimental data are used. These coefficients were 
adjusted for multiple drops, as described below. 

Mass Transfer. The mass sink terms in the gas-phase equa
tions are determined from calculations based on an individual 
drop. The molar flux of a gas A passing through the surface 
of a drop is denoted by NA where 

NA=Kg(Y-Y*) 

and the amount of gas A absorbed by a drop of diameter d 
during its time of passage (At) through the reference volume 
is 

w=rcr\ KAY-Y*)dt 
0 

where the superscript * indicates phase equilibrium conditions. 
Kg is the overall mass transfer coefficient based on the gas-

phase, which is related to the individual gas and liquid mass-
transfer coefficients, kg and klt by: 

Kg=l/kg + H*/ki 

where H* is a pseudo-Henry's law coefficient accounting for 
the totality of dissolved species (Fthenakis, 1989); kg is esti
mated from the Ranz-Marshall relationship for the Sherwood 
number, and k\ from Angelo et al.'s model (1966). 

cD 
CDS 

cpg 
d 

Dei 

F 

HF 
H 2 0 

K 
hm 

Ke 

k 

= drop drag coefficient 
= single drop drag coefficient 
= gas-phase specific heat 
= drop diameter 
= effective diffusivity of species 

i 
= interfacial momentum transfer 

per unit volume 
= hydrogen fluoride 
= water 
= latent heat for water evapora

tion 
= heat of solution for 

HF(g) + H 2 0 mixing 
= overall mass transfer coeffi

cient based on the gas-phase 
= thermal conductivity 

m = 
mm = 
mw = 
M = 

Nu = 
Pr = 
Re = 
Sc = 
T = 

Tg = 
u = 
V = 

V = 
Wi = 

y = 
Y = 

drop mass 
drop absorption rate of HF 
drop evaporation rate 
molecular weight 
Nusselt number 
Prandtl number 
Reynolds number 
Schmidt number 
drop temperature 
gas-phase temperature 
horizontal velocity 
vertical velocity 
drop volume 
sink term representing absorp
tion or evaporation per unit 
volume 
mass fraction 
molar fraction 

K = turbulent kinetic energy 
He = effective viscosity 
e = rate of dissipation of K 
p = density 
6 = gas-phase void fraction (vol

ume fraction occupied by 
drops) 

Subscripts 
d = droplet phase 
/ = species H 2 0, HF 

HF = hydrogen fluoride 
H20 = water vapor 

x = horizontal direction 
y = vertical direction 
w = water vapor 
0 = denotes reference conditions 

for dry air 
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The term W is the total absorption by all drops in the ref
erence volume and is estimated from the double sum over 
trajectory segments and drops in each segment. 

nt np 

distance. According to his relationships a maximum decline 
of 30 percent can occur for drops of 300 /xm. As the sprays 
considered in this study generate drops mostly in the 100-200 
fim range, we adopt a 15 percent reduction in the drag coef
ficient due to this effect. 

The build-up of average concentration of the dissolved fluo
rides into the drop is determined from 

A/ 
W 

where V = ird/6 

Energy Transfer. The energy equation for a single drop 
can be written as: 

dT 
dt 

mCp — = Nukird( Tg—T) — mwhg - /MHFAHF 

where 
m is the drop, mass, mw the drop evaporation rate, 
OTHF the drop absorption rate of HF 
hg latent heat for water evaporation 
hw heat of solution for HF(g) + H20 mixing 
T is the drop temperature, and 
Tg is the gas-phase temperature 

The equations describing the HF-H20 thermodynamics and 
chemical association are described elsewhere (Fthenakis, 1991) 

2.3 Multiple Drop Analysis. Analysis at a micro-scale 
level (i.e., one drop) gave us relationships that can be used in 
the aggregated macro-level system. However, single-drop re
lationships, cannot be used a priori. These relationships assume 
that the drops do not perturb the flow velocity field, which is 
a reasonable assumption for studies of gas scavenging by rain, 
but not for spray systems. 

Two separate regions of flow were considered, where drop-
gas-drop interactions can change the momentum, mass, and 
energy transfer coefficients predicted by single-drop relation
ships. These regions are (/) near the nozzle at high flow rates 
of water, (dense spray) when the drops occupy a significant 
fraction, 0, of the volume of the gas-phase (e.g., 6>0.05) and 
the trajectories are close to each other, and (//) farther away 
from the nozzle where drop trajectories are separated and we 
need only to consider the effect of drops following each other 
in a line. In the first region the following relationships 
(O'Rourke, 1981) are used to adjust the transport coefficients; 
these equations lead to the standard single drop equations as 
0 goes to zero. 

- ^ = 1 + 3.50 

Sh =2(l-0)~ l i75 + O.6 

Nu = 2 ( l - 0 r ' ' 7 5 + O.6 

Re 

Re 

1/2 

Sc1' 

Pr 1/3 

Such adjustments have been found to be significant in re
gions near the nozzle, for the highest flow rates of water used 
in these simulations. 

In the rest of the region the population of the drops is small 
and the drops follow each other on trajectories. Then the 
motion of the gas induced by the preceding drops can reduce 
the resistance to the movement of the following drops. Ra-
machandran (1985) proposed relationships correlating a de
cline in CDs with the size of the drop and with drop-to-drop 

3 Model Verification With the Data From Hawk Field 
Tests 

An ad hoc Industry Cooperative HF Mitigation/Assessment 
Program, sponsored and funded by 20 U.S. companies pro
duced, in June 1989, a series of laboratory and field data on 
the mitigation of HF releases by water sprays. The field series, 
called the Hawk HF Test series, included 87 tests carried out 
in a flow chamber at the Nevada Test Site outside Mercury, 
Nevada. The chamber was 8 ft wide, 16 ft high, and 140 ft 
long and had a wind screen, inlet funnel, flow straightener and 
turbulence grid to achieve even flow and turbulence. Tests 
were done by releasing the acid horizontally, typically at a rate 
of 2 to 5 gpm for 10 minutes, through an orifice in the front 
section of the chamber. A water curtain with 8 nozzles sprayed 
water perpendicularly on the acid jet. In other tests, the in
teraction was counter-current with a single monitor downwind 
of the HF release. Acidic water, formed by the interaction of 
HF and water spray, was collected in containers below the 
chamber. The efficiency of removal of HF was calculated from 
concentration and volume measurements of the acidic water, 
and from air samples. 

The model estimates were compared with data from the 87 
field tests covering down-flow, upflow and counter-current 
horizontal flows, and variations of the following parameters: 
1) water flow, 2) drop size, 3) distance of spray header, 4) 
elevation of spray, 5) wind speed, 6) humidity, 7) pressure in 
HF storage, and 8) angle of spray (narrow vs wide). The model 
predictions agree within ±6 percent with most of the field 
data and they also match the visual observations in the field 
(Schatz and Koopman, Vol I, 1989, pp. 155-163). 

The Hawk field tests were simulated by a two-dimensional 
configuration, in a plane that represents the downwind and 
height dimensions (Fig. 1). The grids of the numerical solution 
were sufficiently fine to result in (+) solutions which are in
sensitive to further reductions of the grid size, and (if) small 
mass errors (typically <3 percent based on the continuity). To 
simulate counter-current monitor flow, a 60 x 60 grid was suf
ficient, whereas in down-flow simulations at high rates of water 
flow, the strong turbulence induced close to the floor neces
sitated finer grids (e.g., 80x90) (see Section 4. on sensitivity 
analysis). Convergence was easier to obtain by iterating for 
the velocity fields and energy fields decoupled from mass trans
fer, before going into the complete iteration cycle. 

3.1 Inlet Boundary Conditions. In the simulations de
scribed herein, the heavy gas atmospheric dispersion model 
HFPLUME (McFarlane et al., 1990) was used to estimate the 
thickness and velocity of an HF jet released from a pressurized 
container; these values were used as inlet boundary conditions 
to HFSPRAY. Plume velocities between 3.6 and 7 m/s and 
wind velocities of 3 m/s and 6 m/s were used. The HF plume 
is assumed to initially spread across the whole width of the 
chamber, while maintaining its thickness and relative position 
in respect to the floor and the nozzles. In other words, the 
circular plume is represented two-dimensionally by a rectan
gular slab of height equal to the diameter of the plume and 
width equal to the chamber width; the initial HF concentration 
is then adjusted to match the actual inlet flow rate. 

3.2 Drop Size Distribution. In a spray, drops can collide 
and either coalesce, break-up, or shatter into smaller drops. 
In the present application, coalescence is the most influential 
of these phenomena, as shown by an analysis of drop size 
distribution data (Fthenakis, 1991). From this analysis we con-
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Fig. 1 Two-dimensional representation of the three-dimensional prob
lem on a vertical slice 

Height (m) 
0.5 

2 3 4 

Veloc i ty (m/s ) 

x-3.6 m-DATA 

HFSPRAY, o -1.07 

Fig. 2 Air entrainment velocities; comparison of data and values pre
dicted for c, = 1.45 and £, = 1.07; down pointing TF16FCN nozzles at 
3.25 m elevation 

eluded that data on single nozzle drop-size, taken at a cross 
section 1 m away from the nozzle, closely represent the dis
tribution of drop-size in the region where most of the inter
action between drops and HF take place. In many of the 
simulations we present herein, the Sauter mean drop diameter 
was constant, although the drop size distributions were slightly 
different from one nozzle to another. It was important to use 
accurate drop-size distributions for each nozzle; using a mean 
drop size value instead of a drop distribution produced dif
ferences of up to 5 percent in the estimates of HF removal. 

3.3 Air Entrainment. The rate of air entrainment into an 
8-nozzle water curtain was estimated in the laboratory by meas
uring the velocity of air flowing out of the curtain at floor 
level. Velocity profiles for two sets of nozzles, at elevations 
of 3.25 m and 5.7 m from the floor, are given in Table E5-1 
of volume III of Schatz and Koopman (1989). Comparisons 
of these data with values of velocities predicted by the model, 
are reported by Fthenakis (1991); a sample comparison is shown 
in Fig. 2. 

The formulation described in Section 2, requires values of 
several empirical parameters. The standard values for these 
parameters are: C, = 1.45, C2=1.92, C^ = 0.09, o>=1.0, and 
ae= 1.3. However, this standard set does not always produce 
accurate results, specially for flows with adverse pressure gra
dients, wall curvature, recirculation and swirl as shown by 
Nallasamy (1987). There is some experimental evidence (Gore 
and Crowe, 1989) that drops in the spray also affect the tur
bulent intensity of the flow field. The flow regime expected in 
our application is complicated due to the interaction of the 
wall, HF jet and sprays with drops of different sizes, and it 
is difficult to assess the effect of these interaction on the tur
bulent stresses. The most common approach is to modify the 
source term in the equation for the dissipation rate (Leschziner 
andRodi, 1981;Takemitsu, 1990;DeHenauetal., 1990; Djilali 
et al., 1991). Our approach is also to modify the source term 
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Fig. 3 Spray distribution from water collection; down pointing TF20FCN 
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Fig. 4 Comparison of predicted effectiveness and measurements on 
the Hawk field tests (base case) 

in the dissipation equation by selecting a value of C\ which 
provides the best prediction of the air velocity profile. After 
numerical experimentation the value of Ct chosen for this 
model was 1.07. Figure 2 shows a comparison of the predicted 
(for Ci = 1.45 and Ci = 1.07) and measured air velocities. 
Setting C\ = 1.07 not only improved the fit to the air entrain
ment data but it also produced predictions of drop trajectories 
and plume lift which were closer to the field observations than 
the prediction of Ct = 1.45. Setting C\ equal to 1.07 leads to 
a reduction in the source term for the dissipation equation 
which follows the trend of the above reported studies. The 
value of the dissipation constant (ae), was also changed since 
it is correlated to d by ae = K2/(C2- CfiC™. 

3.4 Estimates of Water Collection. The predicted dis
tances and heights that drops travel within the chamber match 
the visual observations in the field. Also, the estimated quan
tities of water that drop out on the floor compare reasonably 
well with the field data on water collection; an example of 
these comparisons is shown in Fig. 3. 

3.5 Base Case: Down-Flow of Sprays. The base case sim
ulations refer to down-pointing sprays with a varying water/ 
HF mass ratio; the HF flow rate was essentially constant here, 
while the water flow rate varied. Figure 4 shows the estimates 
of HF removal predicted by the model together with the cor
responding experimental data; the estimates fit the data within 
6 percent. 
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TEST1-DOWNFLOW Hawk Field Tests -Eff=27.3 %-
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Fig. 5 Simulation of Hawk Field Test 111; shown are velocity vector
fields, HF concentration (wt%) in color, and outer drop trajectories

TEST4-DOWNFLOW HAWK FIELD TESTS -EFF=75%
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Fig. 6 Simulation of Hawk Field Test 114; shown are velocity vector
fields, HF concentration (wt%) In color, and outer drop trajectories
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Fig. 7 Simulation of Hawk Field Test 115; shown are velocity vector
fields, HF concentration (wt%) In color, and outer drop trajectories

7461 Vol. 115, DECEMBER 1993 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.106. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Effectiveness (%) 

60 

20 

S S / ^ ^ 

1 1 1 

1.2 m/s 
x _ = = = = = = = = = 3 m/3 

^==^~~ZZ- "6 m/s 
^ — - " ^^——'8 m/s 

^ ^ ^ 1 0 m/s 

x Exper. Data • 6 m/8 

i i i 

10 20 30 40 50 
Water / HF Mass Ratio 

Effectiveness (%) 

80 

40 

— HFSPRAY Uptlow Data Upftow 

10 20 30 

Water / HF Ratio 

Fig. 8 The effect of wind speed variation on the effectiveness of HF Fig. 9 Predicted effectivenss of HF removal in up pointing and down 
removal pointing nozzle configurations 

Figures 5-7 display the predicted velocity vectors, the HF 
concentration contours, and the spray outer trajectories, for 
three different H 2 0 / H F ratios. The initial air velocity is 3 
m/s, and the velocity of the HF plume varies from 3.6 to 5 
m/s, depending on the HF flow rate. The zones between spe
cific concentration contours (weight percent) are displayed in 
different shades. The plume enters at a uniform initial con
centration of about 4 wt percent; the plots show its dilution 
down to 0.01 wt percent (approximately 100 ppm). The outer 
trajectories of all drop sizes are shown by dotted lines origi
nating at height = 2.45 m and downwind distance = 4 m. 

The model predicted a lifting of the plume in the upwind 
side of the spray, caused by pressure increase near the floor. 
On the downwind side of the spray, the droplets accelerate the 
flow in the horizontal direction along with transferring mo
mentum towards the floor. This influence of the liquid spray 
on the gas phase is proportional to the liquid flow rate. Figures 
5 to 7 display such interactions as the water flow rate increases. 
Figure 5 (Test 1) shows spraying at the lowest water flow used 
in the field (1.57 kg/s); in this simulation, very little lift is 
predicted at the spray region and a long plume is formed 
downwind of the spray. In the intermediate and high water 
flows (Tests 4 and 5), the HF plume encounters a recirculation 
zone just upstream of the spray, which enhances HF-air mix
ing. As the water flow increases, this recirculation becomes 
more intense and covers a larger region. In Test 4, (shown in 
Fig. 6) a higher water flow-rate (6.35 kg/s) lifts the plume 
upwind of the spray; a recirculation zone is induced within the 
spray region, which brings the plume down again and effec
tively mixes it with water. The higher the water flow, the more 
the HF plume is deflected upwards at the upwind side of the 
spray, and subsequently pulled down at the downwind side of 
the spray as more air is drawn in the spray. At the highest 
flow rates (Test 5: 12.5 kg/s; Fig. 7), increased recirculation 
induces a stronger floor jet and turbulence. The plume is lifted 
higher before it is trapped in the recirculation zone for effective 
scrubbing. 

The fit of the model estimates at low and intermediate water 
flows (i.e., ratios) is better than the fit of the high ratio esti
mates (Fig. 4). For H 2 0 / H F Ratio = 64 the model predicts a 
91 percent HF removal versus 96 percent measured in the field. 
According to field observations, in the high ratio tests (e.g., 
test #5) there was a dynamic effect above the spray nozzle, 
with the plume periodically being lifted to the ceiling and then 
collapsing down in to the spray region. This effect cannot be 
described by a steady-state model, such as HFSPRAY. 

3.6 Wind Speed. As shown in Fig. 8, the model predicts 
a significant decline in the effectiveness of HF absorption with 
increasing wind speeds from 3 m/s to 10 m/s, whereas increases 

from 1.2 m/s to 3 m/s had a negligible effect. This decline of 
effectiveness with increasing wind speed is much more pro
found in low water-flow rates than in high ones. This effect 
happens because, at high water flows, the spray carries suf
ficient momentum to deflect and stop the HF plume, whereas 
in low flows the HF plume penetrates through the spray region. 

3.7 Up-Flow of Sprays. The model estimates that more 
HF will be removed in upflow-spraying than in downflow at 
the same ratios and configurations (e.g., nozzle elevation, 
plume elevation) as in the field. The predicted trajectories, 
velocities, and concentration fields match very well with the 
visual field observations. The model fits well the low- and 
high-ratio data, but it underestimates the effectiveness by about 
13 percent of the single data point at the intermediate ratio 
(Fig. 9). Figures 10 and 11 show the predicted velocity vectors, 
outer drop trajectories and concentration contours for differ
ent water flows (ratios 12.4 and 48.9, correspondingly). The 
spray nozzle is at 0.1 m off the floor. The outer trajectories 
of drops of 55, 110, 225, 450, and 700 microns are shown in 
this plot. The biggest drops reach a height of 2.5 m, penetrating 
through the plume, whereas the smaller ones start falling ear
lier. The HF plume flows horizontally and is lifted further 
downwind by thermal buoyancy and mixing. 

In Test 23 (see Fig. 11), the highest water flows (12.5 kg/s) 
were used and more drops with a higher momentum are pro
duced. The drops reach a height of about 4 m, and induce a 
strong recirculation zone near the spray's nozzle. The HF plume 
hits the spray and is reflected slightly downwards, inducing a 
lot of mixing in the spray region, with strong turbulence at 
the bottom of the plume; then, the HF plume flows higher, 
filling the chamber to the ceiling. 

These results confirm that upflow is more effective (about 
13 percent more) than downflow at the same flow rates and 
plume elevation. However, more parametric studies are re
quired to determine the limits of the effectiveness of upflow. 
The effectiveness of upflow spraying is expected to be reduced 
with increasing nozzle-to-plume distance, to a greater extent 
than in downflow. 

3.8 Counter-Current Flow of Sprays. In these simula
tions (Fig. 12), a narrow monitor sprays from 15 m downwind 
and is directed toward the point of release at 20 deg from the 
horizontal. An initial spray angle of 3 deg, and drop diameters 
of 1.2, 0.8, and 0.5 mm (mean size = 1 mm) were assumed. 
The drops travel up to a height of 3.8 m and then fall down 
on the plume close to the point of release; their spread at the 
top of the cloud is about 1 m. The 1.2 mm drops are not carried 
downwind, and practically all the absorption occurs in a nar
row zone within 1 m from the point of release. 
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Fig. 10 Simulation of Hawk tesl #10; spray nozzles on ground level polnllng upward;
shown are velocity vector fields, HF concentration (wt%) in color, and outer drop trajec·
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Fig. 11 Simulation of Hawk test #23; spray nozzles on ground level polnllng upward;
shown are velocity vector fields, HF concentrallon (Wl%) in color, and outer drop lrajec·
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NARROW MONITOR Hawk Aeld Test #26 (R=58) -Eff=74 %-
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Fig. 12 Simulalion of Hawk lesl #26; monllor nozzle at x = 15 m, y = 0.5, spraying
10ward the Incoming plume; shown are velocllY veclor fields, HF concentration (wt%) In
color, and outer drop lrajectories
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Table 1 Sensitivity of predicted effectiveness (percent) to changes of grid size and number of trajectories 
Grid Size: 

Trajectories #: 

Upflow test #10: 
Monitor test #24: 

2 

56. 
18. 

20x20 
10 

45.3 
43.5 

30 

46.5 
42.8 

40x40 
30 60 

71.4 71.8 

40x60 
30 60 

74.4 75.2 
48.8 46.4 

60x90 
30 . 60 

78.2 78.4 
48.8 47.1 

Effectiveness (%) 
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Fig. 13 Sensitivity analysis; effect of grid size on H F removal estimates 

4 Sensitivity Studies 

The effects of changing the values of several numerical pa
rameters are described elsewhere (Fthenakis, 1991). These pa
rameters included (/) the size of the simulation regime, (//) 
the resolution of the grid, and {Hi) the number of computa
tional trajectories. In the simulations reported herein the length 
and height of the computational domain were set equal to the 
actual dimensions of the chamber used in the Hawk experi
ments. For unconfined flows, the size of the computational 
domain had to be sufficiently large so that air entrainment and 
drop trajectories were unrestricted. Extending the size of the 
domain beyond that point did not have any significant effect 
on the model predictions as long as the number of nodes was 
increased proportionally. 

Increasing the number of nodes, had a significant effect on 
the results up to a point beyond which the solution became 
insensitive to further increase. A 20x40 grid qualitatively de
scribed most of the effects we have discussed, but a finer grid 
was used for accurate estimates. Figure 13 shows the effec
tiveness obtained from grids of different size: for the largest 
water flow rates in downward spraying, 7200 nodes (80 x 90 
grid) were required, although for most downflow and upflow 
simulations a 60x90 grid was sufficient. For counter-current 
flows (monitor), approximately 3600 nodes (60 x 60 grid) were 
sufficient. The number of trajectories required for an insen
sitive solution was 30 for the 60x90 and finer grids, whereas 
for screening runs using a coarse (20x40) grid, 10 trajectories 
were sufficient (see Table 1). The iterative converge criterion 
in these simulations was 0.03 based on the continuity equation. 

The effect of the number of drop sizes used to represent the 
drop size distributions associated with a given nozzle at certain 
water pressure, was also studied. For the nozzles we considered 
in this study with droplets in the range of 50-700 /xm, five sizes 
were sufficient to obtain a solution insensitive to this param
eter. Using a single mean size instead of a size distribution, 
produced deviations in the range of 2-5 percent. 

5 Conclusions 
The model HFSPRAY describes the momentum, mass, and 

energy interchange between drops generated by sprays and an 
unconfined plume of gas. This model was verified with all the 
existing field data involving HF releases. The estimates of HF 

removal fit reasonably well with these experimental data, and 
the predicted flow fields match the air entrainment data and 
the visual observations in the field. 

Modeling of the water spray-HF-air interactions sheds more 
light on different patterns of HF flow, configurations of water 
spraying, and nozzle parameters. The spray's effectiveness in
creases with increasing water flow, and decreasing drop size, 
as shown by both the field data and the model estimates. Other 
influential parameters include the distances from nozzle-to-
plume, and nozzle-to-ground distances which are pivotal in 
deciding if upflow is more effective than downflow, or vice 
versa. 

The model provides a tool to assess the effectiveness of 
proposed spray designs for toxic gas mitigation. 
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Effect of Particle Residence Time 
on Particle Dispersion in a Plane 
Mixing Layer 

A particle dispersion has been experimentally investigated in a two-dimensional 
mixing layer with a large relative velocity between particle and gas-phase in order 
to clarify the effect of particle residence time on particle dispersion. Spherical glass 
particles 42, 72, and 135 /xm in diameter were loaded directly into the origin of the 
shear layer. Particle number density and the velocities of both particle and gas phase 
were measured by a laser Doppler velocimeter with modified signal processing for 
two-phase flow. The results confirmed that the characteristic time scale of the 
coherent eddy apparently became equivalent to a shorter characteristic time scale 
due to a less residence time. The particle dispersion coefficients were well correlated 
to the extended Stokes number defined as the ratio of the particle relaxation time 
to the substantial eddy characteristic time scale which was evaluated by taking 
account of the particle residence time. 

Introduction 
The dispersion of particles in the shear flow can be found 

in many industrial processes. The knowledge of the dispersion 
of particles is of great interest in improving the basic under
standing on the two-phase flows, for example, the combustion 
of pulverized coal, the sand blasting, the pneumatic conveying, 
and the removal of fly ash from a power plant effluent. The 
present investigation was performed to reveal the flow char
acteristics of particles and the diffusivities of the particle in a 
fundamental turbulent flow. 

In such two-phase flows, several investigators have experi
mentally obtained direct information on flow fields for both 
phases by laser Doppler velocimetry (Hishida et al., 1984; 
Modaress and Elghobashi, 1984; and Parthasaraty and Faeth, 
1987). These studies have presented local information on mean 
velocities, turbulent properties and particle number density. 
They also pointed out the modification of continuous phase 
turbulence due to the presence of particles (Maeda et al., 1982; 
Hishida et al., 1986, 1987; and Fleckhaus et al., 1987). 

On the other hand, numerical studies have also been per
formed on this subject. The attempt of numerical studies can 
be mainly divided into two types of approaches, namely Eu
larian approach and Lagrangian approach. The Eularian ap
proach, in which particulate phase is treated as continuous 
phase, provides the turbulent properties of dispersed phase in 
an Eularian coordinate, and this approach requires less com
puting time (Melville and Bray, 1979; Elghobashi et al., 1984; 
Chen and Wood, 1986; Picart et al., 1986; and Lee and Chung, 
1987). The Lagrangian approach, in which each trajectory of 
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particles is directly simulated by solving the equation of particle 
motion, provides the mechanism of particle motion, but this 
approach requires a lot of calculating time (Shuen et al., 1985; 
Parthasaraty and Faeth, 1987; Berlemont et al., 1990). Both 
numerical studies need basically physical models and a rea
sonable expression of the models must be considered on the 
basis of experimental data. Recently, DNS (Direct Navier-
Stokes Simulation) has also been carried out by several inves
tigators (Squires and Eaton, 1990; Truesdell and Elghobashi, 
1991). This simulation has succeeded in providing the local 
number density in each plane and the spatial spectra of kinetic 
energy of turbulence. For verification of turbulent modeling 
in two-phase flow, detailed experimental data in a fundamental 
flow field are still needed. The present experiment has been 
carried out in one of the fundamental turbulent flows, that is, 
a plane shear layer which has been well studied for single phase 
flow by many investigators (Brown and Roshko, 1974; Winant 
and Browand, 1974; and Hussain and Zaman, 1985). Brown 
and Roshko (1974) demonstrated the existence of large scale 
eddies in the shear layer. Winant and Browand (1974) pointed 
out that the development of shear layer was related by the 
pairing process of these large scale eddies. They also indicated 
that these large scale eddies play a dominant role in the mo
mentum transport of fluid. 

In particulate flow, it is likely that these large scale eddies 
affect the particle dispersion. Numerical studies on particle 
dispersion in which the effect of large scale eddies was taken 
into account were carried out by Chein and Chung (1987,1988) 
and Tang et al. (1989). They reported that the phenomenon 
of the particle dispersion correlates with Stokes number (= S,), 
which was defined as the ratio of the particle relaxation time 
to the characteristic time scale of large scale eddy, and this 
phenomenon indicated that the particles could disperse more 
than the fluid over a certain range of Stokes numbers. 
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Splitter Plate 
Particle 

Table 1 Flow conditions 

Fig. 1 Experimental flow configuration 

Kobayashi et al. (1987) visualized the two phase flows in a 
plane shear layer and pointed out that the particles can follow 
the entrainment of the shear layer after a certain distance 
downstream of the initial mixing point since particles are hardly 
affected by the small vortical structure at the initial mixing 
region. The authors' group has experimentally investigated the 
particle dispersion, and found that the particle dispersion was 
well correlated with the Stokes number. For S,>4.0, particles 
could not be affected by the large scale eddy, and for 
0.5 <S,<2.5 particles disperse more than fluid (which is called 
"overshoot phenomena") (Hishida et al., 1992). 

The previous studies were carried out in the flow field where 
particles had time enough to catch up with the eddy motion 
of gas-phase. In order to clarify the effect of the particle 
residence time in the eddy motion of gas phase on the particle 
dispersion, the present experiment of the particle dispersion 
has been carried out in a flow field with a high bulk velocity, 
where a high relative velocity between particle and gas-phase 
can be set to give a shorter interaction time in a turbulent flow. 

Experimental Apparatus 
The present experiment was performed in a two-dimen

sional, vertical turbulent shear layer wind tunnel. Figure 1 
shows the experimental flow configuration. The flow was di
vided into two streams and passed through a setting nozzle 
and merged at the point of the trailed edge of the splitter plate. 
The splitter plate was made of two thin aluminum plates, which 

Condition 

(1) 

(H) 

(111) 

Ui[m/s] 

21 

13 

15 

L/^m/s] 

13 

4 

3 

Table 2 Particle properties 

Mean 
Diameter 
dptjim] 

42 

72 

135 

Standard 
Deviation 

c[um] 

5.4 

7.5 

7.9 

Density 
p[kg/m3l 

2590 

Relaxation 
Timefsec] 

0.014 

0.041 

0.144 

were 0.3 mm thin, and had a constant space, which was 0.57 
mm. The test section was 75 mm in cross-stream direction, 
100 mm in span wise direction and 450 mm in length. The 
Cartesian coordinate and origin were located at the higher 
velocity side of the trailing edge. The stream wise direction was 
the ^f-axis and the cross-stream direction was the F-axis. 

In the present paper, three kinds of flow conditions are 
employed and are presented in Table 1. Under condition (I), 
gas-phase velocities U\ and U2 were set at 21 m/s and 13 m/ 
s, respectively, and the bulk velocity defined as the average of 
the mean air flow velocities Ub( = (Ui+ U2)/2) was equal to 
17 m/s. In order to clarify the effect of the particle residence 
time on particle dispersion, condition (II) has a similar velocity 
gradient to condition (I) and the bulk velocity of condition 
(II), which is equal to 8.5 m/s, is smaller than that of condition 
(I). Thus, the present data were always collated with the data 
on particles in condition (II) which had been obtained in the 
previous work by Hishida et al. (1992). For general discussion 
of the particle dispersion, condition (III) was also presented 
in the discussion on the dispersion of the particle. Condition 
(HI) has almost the same bulk velocity of condition (II), but 
the velocity difference between U\ and U2 is higher than that 
of the condition (II), that is, the velocity gradient is larger than 
those of the other flow conditions. 

Three kinds of glass particles were loaded at the initial point 
of the shear layer. The mean diameters of particles were 42, 
72, and 135 /zm and their mass flow rates for each particle 
were 7.5, 20.9 and 20.4 g/s. Table 2 indicates the mean di
ameter, the standard deviation in diameter and the particle 

Nomenclature 

dp = particle diameter 
fm = most probable frequency in 

turbulence 
Nd = particle number density 
S, = Stokes number (=TP /T/) 
U = streamwise mean velocity 

U\ = air velocity of higher velocity 
stream 

U2 = air velocity of lower velocity 
stream 

Ub = bulk velocity (= (C/, + l/2)/2) 

At/ = 
X = 
Y = 

Y0.s = 

? = 
u' = 
v' = 
tf = 
ep = 
X = 

PP = 

streamwise distance 
lateral distance 
location at the half of AU 
mean square displacement 
streamwise velocity fluctuation 
lateral velocity fluctuation 
eddy diffusivity of gas-phase 
particle dispersion coefficient 
length scale of coherent vortex 
density of glass particle 

rr = residence time 
Tf = characteristic time scale of 

turbulence 
TP = particle relaxation time 

0cy^2/(18^)) 

Subscripts 
/ = fluid phase 
p = particle phase 
L = Lagrangian scale 
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Fig. 2 Distribution of particle diameters 

relaxation time for each particle. The size distribution of par
ticle diameters obtained by microscopic measurement are shown 
in Fig. 2. 

A three-beam laser Doppler velocimeter, which was em
ployed in the previous work (Fleckhaus et al., 1987), was used 
for measurements of two-component velocities for both par
ticle and gas phase and particle number density. Two-counter 
type signal processors were employed and the coincidence of 
each channel signal was rigorously checked by the existence 
of both burst envelopes of signals which indicate the presence 
of a particle in the measuring volume. Mean velocities, velocity 
fluctuations in the two components and the correlation between 
velocity fluctuations were evaluated from over 3000 data. 

Measuring uncertainties within 95 percent confidence inter
val of mean velocity and velocity fluctuations are obtained as 
follows: for the mean velocity (U- £/2)/AC/the uncertainties 
were ±0.054 at X= 150 mm and 7=0 mm, and ±0.042 at 
X=250 mm and 7=0 mm; for the velocity fluctuation u'/ 
AU the uncertainties were ±0.085 at X= 150 mm and 7=0 
mm, and ±0.084 at X=250 mm and 7=0 mm. The uncer
tainties of half width b and length scale of characteristic eddy 
X were less than ±0.06 as indicated in each figure. 

The turbulence characteristics of the air phase in a two-
phase flow might be modified by the presence of particles. In 
the present experimental conditions, the maximum difference 
between the two velocity profiles in a single-phase and in two 
phases was so small that it might be neglected for the low 
concentration of particles. The maximum difference of 
(U- U2)/AU are 3 percent at X= 150 mm and 7=0 mm for 
72 /urn particle, 1 percent at X= 150 mm and Y= 0 mm for 42 
fxm particle and 0.5 percent at X= 150 mm and 7=0 mm for 
135 /xm. Thus, single phase results could be compared with 
particle phase. 

Results and Discussions 

Single Phase Flow. Distributions of mean velocities and 
velocity fluctuations for the flow condition (I) are shown in 
Figs. 3 and 4, respectively. A slight velocity defect would be 
present due to the splitter plate thickness of 1.1 mm down
stream, but, the distribution of the mean velocities approaches 
a hyperbolic tangent curve for the whole experimental region 
of X over 50 mm, and the distribution of the velocity fluc
tuations approaches a Gaussian curve downstream of X= 100 
mm. Similar features were confirmed for the other flow con
ditions. Figure 5 shows the streamwise distribution of half 
widths b. The half width is defined as the lateral distance from 
the point of l/y= 0.75AC/+ U2 to that of Uf=0.25AU+ U2, as 
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Fig. 3 Distributions of mean velocities in single-phase flow for con
dition (I) 
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Fig. 5 Streamwise distributions of the half widths b 

mentioned in Fig. 1. It is surmised from these results that an 
approximately linear growth of the shear layer occurs down
stream over X= 100 mm. 

According to the previous studies of plane shear layer in 
single phase flow (Brown and Roshko (1974) and Hussain and 
Zaman (1985)), there are coherent structures in the shear layer 
and they are related to the development of the shear layer 
width. Figure 6 shows the streamwise distribution of the length 
scales of the coherent eddies X, obtained from the same treat
ment by Hussain and Zaman (1985) 

1 (U1 + U2) 

7m" 2 (1) 

where fm is the most probable frequency in turbulent flow at 
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Fig. 7(b) Particle mean velocity at center line / = 0 mm for Ub = 6.5 m/s 

the outer edge of the shear layer. In the present study, the/,„ 
is given from the results of frequency analysis of velocity fluc
tuation measured by a hot wire velocimeter at edges of the 
higher velocity side in the single-phase flow. This figure con
firms that the length scale increases linearly from ^=100 mm 
downstream and thereby the shear layer is fully developed in 
this flow field. 

Two Phase Flow 

Particle Mean Velocity. The streamwise distributions of 
particle mean velocities along the center line Y=0 mm are 
given in Figs. 1(a) and (b). The solid line in each figure in
dicates the result for the single-phase flow. The velocities of 
particles approach those of gas-phase for a particle of a smaller 
relaxation time with an increasing downstream distance. The 
particle velocities at the exit of the splitter plate are almost the 
same value for all three types of particles and are equal to 
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Fig. 8(a) Cross-sectional distributions of particle mean velocities at 
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Fig. 8(b) Cross-sectional distributions of particle mean velocities at 
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Fig. 8(c) Cross-sectional distributions of particle mean velocities at 
X=250 mm for U„ = B.5 m/s 

approximately 1.1 m/s for Ub = 17 m/s and 0.9 m/s for Ub = 8.5 
m/s. For a higher bulk velocity, particles maintain a large 
relative velocity for whole experimental region due to shorter 
traveling time than the particle relaxation time. 

The distributions over the cross-section at X= 100 mm and 
X=250 mm are presented in Figs. 8(a)- (c). At X= 100 mm 
for the higher bulk velocity, the relative velocity increases with 
an increasing particle diameter. At X= 250 mm for the higher 
bulk velocity, the particle of 42 fim diameter has a small slip 
velocity at the lower velocity side of the shear layer, while the 
slip'velocity remains large at the higher velocity side of the 
shear layer. For the lower bulk velocity, the cross-sectional 
distribution of particle velocities is close to that of the single-
phase. 

For the particle of 72 /xm diameter with [4 = 8.5 m/s as 
shown in Fig. 8(c), the velocities exceed the fluid velocity in 
the lower velocity side. This feature is explained as follows; 
when particles disperse in lateral direction, they keep their 
longitudinal velocity due to their inertia, that is, particles can 
not instantly follow the mean velocity of the gas-phase since 
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Fig. 10 Particle number density distributions 

the particles have a large relaxation time. Therefore, the ve
locity of 72 ftm particle is larger than that of the gas-phase in 
the lower velocity side and the velocity distribution of this 
particle has a flatter shape than that of gas phase. 

Particle Number Density Distribution. To evaluate the 
particle dispersion from the particle number density profile, 
the particle mean square displacement y2 is obtained as 

_ J Nd>y2dy 

/ = -
\Nddy 

(2) 

where Nd is the local particle number density. Particle number 
density was measured by counting the number of Doppler burst 
signals of a particle passing through the measuring volume of 
the LDV. Due to the ambiguity, depending on its path of dis
tributed particle size, the absolute value can hardly be obtained. 
However, a proportional number density distribution was sta
tistically evaluated for every level. The unknown factor is 
evaluated by integrating the distribution for each level. The 
variations of y2 with Xare shown in Fig. 9. For U/,= 17 m/s, 
the mean square displacements for the particle of 42 /mi diameter 
are much smaller than those for C/fc = 8.5 m/s. In order to 
discuss on the decrease in the mean square displacement of 
the particle of 42 jim diameter, cross-sectional distributions of 
the particle number densities are indicated in Fig. 10. For the 
higher bulk velocity, the peak values of number density are 
located around the centerline 7=0 mm, the distributions keep 
a sharp profile and the skewness of the number density dis
tribution is smaller than that for the lower bulk velocity. In 
contrast, for the lower bulk velocity, the peak value shifts to 
the lower velocity side. These differences in the particle number 
densities for both conditions are caused by the difference in 
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particle residence time. A large relative velocity causes a shorter 
particle residence time and a less effect of the vortical structure 
motion. For the lower bulk velocity, since particles so straight 
over a certain distance from the inlet position, particles en
counter a large scale eddy in the higher velocity side because 
the center line of the mixing layer shifts to the lower velocity 
side. The shift of the centerline of the mixing layer is caused 
by the difference in the spreading angles between the higher 
velocity side and the lower velocity side. Therefore, the par
ticles which are affected by the large scale eddy in the higher 
velocity side disperse to the lower velocity side (Hishida et al., 
1992). 

Particle Velocity Fluctuations and u' v' -Correlations. The 
distributions of particle velocity fluctuations in the streamwise 
direction are shown in Figs. 11 (a)-(c). The distributions of 
the particle velocity fluctuations become larger with a decrease 
in the particle diameter and approach those of gas-phase with 
an increase in the distance downstream and/or with a decrease 
in the bulk velocity. 

A comparison with the lower bulk velocity indicates that the 
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distributions of the velocity fluctuations with large slip velocity 
do not have sharp peak values as indicated in Figs. 11(a) and 
(b). For the upstream location of X= 100 mm as shown in 
Fig. 11(a), the particle velocity fluctuation in the streamwise 
direction at the higher velocity side, where Y/b is negative, is 
somewhat larger than that of the value at the lower velocity 
side. This phenomenon can be explained as follows: Upstream, 
where they have a large relative velocity, particles are mainly 
affected by the mean flow of the gas-phase because they cannot 
catch up with the eddy motion of the gas-phase. The magnitude 
of u' of the particle is generated by momentum transfer from 
the gas-phase to the particle. At the inlet position, as the 
particles have an almost uniform distribution of the mean 
velocities, the particle at the higher velocity side has a com
paratively large slip velocity. Consequently, u' of the particle 
at the higher velocity side becomes large. 

The distributions of particle velocity fluctuations in lateral 
direction are shown in Figs. 12(a)-(c). For both bulk veloc
ities, the particle velocity fluctuations in cross-stream direction 
Vp are much smaller than those in streamwise direction Up as 

51 
li> 
Ira 

o 
A 
D 

single phase 
42M m 
72M m 
135 Mm 

0 -
J l_ J _ _ i _ 
- 6 - 4 - 2 0 2 4 6 

Y/b 
Fig. 13(b) Particle u'v'-correlation at X=250 mm for Ub= 17 m/s 

" Ub=8.5m/s | 

X=250mm | 

-

1 I I I 

single phase 
o 42M m 
A 72M m 
• 135 Mm 

1 1 1 

51 
i ^ 

1 = 3 

0 
J I 

- 6 - 4 - 2 0 2 4 6 

Y/b 
Fig. 13(c) Particle u'v'-correlation at X=250 mm for t/6 = 8.5 m/s 

shown in Figs. 11 («)-(c). Such tendency was observed in the 
results of previous experiments for free jet (Fleckhaus et al., 
1987; and Hardalupas et al., 1989) and for confined jet (Hish-
ida et al., 1987). This behavior of Up » v'p for jet flow occurs 
due to quasi-unidirectional trajectories of solid particles from 
the exit of jet up to a certain downstream distance, and it is 
called "fan spreading." However, under flow conditions in 
which they are not affected by the initial condition, particles 
appear to have quasi-unidirectional trajectories. 

The distributions of particle u' v' -correlation are presented 
in Figs. 13(a)-(c). The value of the particle u'v'-correlation 
becomes larger with downstream distance. Since the particle 
cannot follow the small scale eddies motion perfectly, the par
ticle u'v'-correlation is mainly caused by the large scale tur
bulent eddy motion of the gas phase. In each figure, the particle 
u'v' -correlations become larger than those of gas-phase in the 
lower velocity side for 42 ;iim particle under both conditions 
and 72 /jm particle with small slip velocity. This is considered 
to occur since particles at the higher velocity side of the shear 
layer have migrated towards the other side without decreasing 
their velocity which they have had at the higher velocity side. 
The behavior of the particle of 42 pm diameter with large slip 
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diameter with large slip velocity is similar to that of 72 /xm 
diameter with small slip velocity where the particles have enough 
residence time. Since the particle of 72 pm diameter with small 
slip velocity has an inertia and flies out of the vortical structures 
of the fluid, particles can be directly affected by the large scale 
eddy motions up to a certain time. For the higher bulk velocity, 
a large slip velocity exists as presented in Figs. 1(a) and 8(a) 
even for particles with a smaller relaxation time and the par
ticles do not have enough residence time with eddy motion of 
gas phase. Consequently, the particle motion of a smaller in
ertia with less residence time is considered to be similar to that 
of a larger inertia with longer residence time. 

Particle Dispersion Coefficient. The turbulent eddy dif-
fusivity was defined by G.I. Taylor by extending the concept 
of molecular diffusion in isotropic turbulent flow (e.g., Hinze, 
1975). After Taylor's study, this theory was extended to non-
isotropic turbulence in the mixing layer when a dispersed par
ticle existed (Snyder and Lumley, 1971). The time variations 
of the mean square displacement of particles of each diameter 
in the F direction are indicated in Fig. 14. In order to generalize 
the relationship between particle residence time and particle 
dispersion, the results with the flow condition (III) Ub = 9m/ 
s are given in the figures. The mean square displacement for 
condition (I) is much smaller than those for the other condi-
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Fig. 15 Variations of ratio of particle and fluid eddy diffusivity to Stokes 
number 

tions. The particle mean square displacements under conditions 
(II) and (III) rapidly increase with an increasing particle trav
eling time. However, the mean square displacement is not 
useful for the discussion of the particle dispersion, since the 
flow fields do not have just the same scale eddy, and the eddy 
diffusivities of gas-phase are varied for each flow condition. 

In the present study, the gas-phase eddy diffusivity was 
evaluated from Prandtl's mixing length theory and the particle 
eddy diffusivity was given by time differentiating the mean 
square displacement; 

1 d-
e" = 2dty (3) 

Figure 15 shows the variation of the ratio of the particle 
and the fluid eddy diffusivities to the Stokes number S,. Stokes 
number is defined as the ratio of the particle relaxation time 
to the characteristic time scale number of the energy-containing 
eddy. The time scale of the energy-containing eddy is given by 

rr 
__X_ 

'AC/ 
(4) 

where A is the length scale of the energy-containing eddy and 
AC/is the velocity difference between the higher velocity and 
the lower velocity. The results of the eddy diffusivity ratios 
can be divided into two types, that is, the results for C/6 = 8.5 
m/s and for Ub = 9 m/s have a similar tendency to each other 
but the result for Ub=ll m/s is different from those for the 
other flow conditions. The numerical calculations of Chein 
and Chung (1987, 1988) and Tang et al. (1989) indicated that 
particles can disperse more than the fluid element in a certain 
range of the Stokes numbers, and therefore the eddy diffusivity 
ratio can become larger than unity around S, = 1. However, 
for £/;,= 17 m/s, the eddy diffusivity ratio can not be larger 
than unity around S, = 1. For 42 and 72 fim particles with large 
slip velocity, the eddy diffusivity ratio is much smaller than 
that under the condition with small slip velocity. This irregular 
behavior of the eddy diffusivity ratio is due to the neglect of 
the effect of the particle residence time in the eddy motion of 
gas-phase. 

Taking account of the above discussion, the effect of the 
large scale eddy motion on the particle motion becomes less 
with a decrease in particle residence time in eddy motion of 
gas phase. The mean particle residence time rr in eddy motion 
is represented by 

: c / r 
(5) 

where Ur is the mean slip velocity between particles and gas-
phase and it is given as 
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Ur = -

\(Uf-Up)>Nd\dy 

,Nddy 
(6) 

where Uf and Up are fluid velocity and particle velocity, re
spectively. In the present experiment, local velocities of gas-
phase and particles are precisely measured. Consequently, mean 
values, Un are properly evaluated based on experimental re
sults. Figure 16 shows the variations of the particle residence 
time with distance of X. Particle residence time increases for 
farther downstream. Each condition indicates a different in
creasing rate for each level. A variety of the particle residence 
time is introduced by the relative velocity at the initial position 
and the flow conditions. Since the particle residence time is 
short, particles hardly follow even for the large scale eddy. A 
short particle residence time causes the particle to change its 
neighborhood fluid eddy, that is, a very similar feature of 
"crossing trajectory effect." Under the flow condition with 
large slip velocity, the characteristic time scale of the large 
scale eddy is apparently equivalent to a shorter characteristic 
time scale. Therefore, it is considered that the particle Stokes 
number under the condition with a large velocity difference 
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Fig. 17 Variations of ratio of particle and fluid eddy diffusivity to mod
ified Stokes number 

between the particle and the fluid is substantially estimated 
smaller. The substantial characteristic time scale is evaluated 
based on the studies by Csanady (1963) and Picart et al. (1986): 

T? = (l-exp(-A(Tr/Tf)
B))-Tf (7) 

In the present study, the constants A and B are determined 
from the experimental data and given as A = 0.25 and B = 1.0. 
Stokes number can be replaced by a new nondimensional num
ber using rp and T}. The variations of the extended Stokes 
number S*, ( = TP/T}) and the ratio of the eddy diffusivity ep/ 
e/are presented in Fig. 17. It is confirmed from this result that 
the particle dispersion is well correlated with Sfi regardless of 
flow condition. 

Concluding Remarks 

The particle dispersion in the turbulent shear layer has been 
experimentally investigated to clarify the effect of particle res
idence time in eddy motion of gas-phase. Three kinds of spher
ical particles of 42, 72, and 135 /xm in mean diameter were 
loaded into the origin of a plane shear layer. Laser Doppler 
velocimetry was used for the measurement of two velocity 
components of both particles and gas-phase and particle num
ber density. The conclusions reached from the study are as 
follows: 

Under flow conditions where particles have a large relative 
velocity, the particle eddy diffusivities for S,<5 are much 
smaller than those for the lower bulk velocity. And for S,>3 
the particle eddy diffusivities are equal to a constant value 0.1, 
that is, particles with S,>3 were hardly affected by the large 
scale eddies due to large relative velocity. 

These features of the higher bulk velocity are caused by a 
decrease in the particle residence time between particles and 
coherent eddies of the gas-phase. That is, the characteristic 
time scale of large scale eddy is apparently equivalent to a 
smaller characteristic time scale. In this case where the flow 
field has a large relative velocity between particle and gas phase, 
the modified Stokes numbers, which are evaluated by taking 
account of the particle residence time, are well correlated with 
the particle eddy diffusivity ratios for both higher and lower 
bulk velocities. A series of experiments on particle dispersion 
in a plane shear layer were carried out and the governing factor 
of the particle dispersion was experimentally quantified in
dependently of flow condition. 
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Numerical Versus Experimental 
Cavitation Tunnel 
(A Supercavltatlng Hydrofoil Experiment) 

A supercavitating hydrofoil experiment is performed at the MIT Variable Pressure 
water tunnel, at several angles of attack and cavitation numbers. The velocity is 
measured on a rectangular contour surrounding the foil and cavity as well as in the 
vicinity of the cavity surface. The measurements are compared to the predicted 
results from a nonlinear cavity analysis method in which the effects of the tunnel 
walls are included via images. Forces are inferred from momentum integrations of 
the measured velocities and compared to those predicted from the analysis. 

1 Introduction 
Numerous experiments have been performed on different 

bodies in cavitating flow and in particular on hydrofoils (e.g., 
Parkin, 1956; Silberman, 1959; Wade and Acosta, 1966; Lee-
hey and Stellinger, 1975). The majority of these experiments 
have focused on visualizing the cavity shapes, measuring forces 
and making comparisons with the predictions of different anal
ysis methods for the same flow conditions (cavitation number). 

In the present experiment we have mainly been concerned 
with measuring the velocity flow field around a supercavitating 
hydrofoil. The measured velocities are compared to those pre
dicted from an existing nonlinear cavity analysis method. In 
order to account for the blockage effects exactly (in an nu
merical sense) the cavity boundary value problem is solved by 
imaging the singularities representing the cavity and the foil 
with respect to the walls. A one to one comparison between 
experiment and analysis is thus being made, where identical 
geometry and flow conditions have been considered in both. 
In the past, analyses have usually assumed unbounded flow 
and the blockage effects were either approximated (by mod
ifying the foil geometry and/or angle of attack) or ignored. 
Another objective of this experiment was to measure the ve
locity in the vicinity of the cavity surface and validate the basic 
assumption of constant velocity (i.e., pressure) on the cavity. 
Finally, the forces acting on the cavitating hydrofoil have been 
deduced from momentum integrations of the measured velocity 
flow field, and compared against those computed by the anal
ysis method. 

2 Experiment 

2.1 The Foil and Mounting Mechanism. The anodized 
aluminum test foil had a supercavitating section with high 
loading at the trailing edge/1 The chord length was 203.2 mm, 
with a 508 mm span to traverse the 508 x 508 mm test section 

of the MIT water tunnel. A description of the MIT water tunnel 
was recently presented by Kerwin (1992). The maximum foil 
thickness was 17.5 mm. The foil was attached to the acrylic 
windows of the water tunnel at two points on either end. The 
foil was free to pivot about the upstream attachment points, 
while the downstream attachments (pins) were fixed but ad
justable. This arrangement, shown schematically in Fig. 1, 
facilitated changing the angle of attack. 

A narrow slot was milled into each end of the foil and a 
length of rubber O-ring gasket material was fitted into this 
slot. When the foil was mounted in the water tunnel the gasket 
was squeezed between the foil and the window, preventing 
cross-flow from the pressure to the suction side. 

2.3 Experimental Observations. The cavities were ap
proximately two-dimensional (cavity length constant across the 
span) under all test conditions. By making small adjustments 
to the tunnel pressure it was possible to maintain the cavity 
length at the desired value. In a few cases the system was more 
sensitive, and the cavity length would spontaneously shrink or 

Pin stttnlesi stHl 
/ V Housing 

'its complete geometry is given in Kinnas and Mazel (1991). 
Contributed by the Fluids Engineering Division for publication in the JOURNAL 

OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
June 26, 1992; revised manuscript received April 2, 1993. Associate Technical 
Editor: A. Prosperetti. Fig. 1 A perspective view of the foil and its supports 
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Flg.2 Photographs from the experiment. Top: the foil section with its
main and its secondary support. Middle: the foil at a = 1.85 deg with /
= 1.5 supercavity. Bottom at a = 1.85 deg with / = 30 supercavlty.

was determined by applying conservation of momentum
through the sides of the rectangle surrounding the foil and
cavity. The final expression for the lift involves only integrals
of the velocities at the sides of the rectangle, as described in
Kinnas (1991). The experimental drag was determined by using
the formula:

3 Numerical Method

3.1 Cavitating Hydrofoil in Unbounded Flow. The fun
damentals of the numerical method are described in detail by
Kinnas and Fine (1991). A supercavitating hydrofoil is depicted
in Fig. 3 (for convenience we take the inflow Uoo = 1 and the
foil chord length c = 1). The main characteristics of the method
may be summarized as follows:

• It is a completely nonlinear perturbation potential based
panel method. The foil and cavity are modeled with constant
strength source and dipole panels. The method solves for the
unknown perturbation potentials cf> (dipole strengths) on the

(1)

p == p,

c==l

!!i. -On = -Uco ' n

Fig. 3 Supercavitating loil

ii

fZU fZu
D=pUoo J b..udz-p J (b..u)2dz

ZL ZL

where b..u is the measured horizontal velocity defect at the
downstream side of the rectangle. The velocity defect is defined
as the difference between the measured velocity profile in the
wake, and a hypothetical profile determined by interpolating
between the velocities on either side of the wake region. ZL

and Zu are the vertical coordinates of the lower and upper tips
of the wake region, respectively. Equation (1) has been derived
by applying conservation of momentum in a fluid domain
surrounded by a rectangle whose the top and bottom sides
coincide with the tunnel walls. The detailed derivation and the
numerical treatment of the involved integrals are described in
Kinnas (1991). The related analysis is similar to that developed
by Betz (1925) and later improved by Maskell (1973). It can
be shown that Eq. (1) reduces to Betz's formula in the case of
uniform wake profiles outside the wake region.

grow. This seemed to be related to the amount of bubbles in
the water. In these cases data runs along a leg were repeated
after the cavity length had stabilized.

For each condition the extent of cavitation on the pressure
side (face cavitation), and the location of cavity detachment
on the suction side, were determined visually. At IX= 1.85 deg
the cavitation on the suction side' started at about mid-chord
for all cavity lengths. There was some face cavitation in all
cases, starting at the leading edge. The face cavitation was
barely visible at 1=1.5, and extended downstream approxi
mately 25 mm of I= 2, and approximately 50-75 mm for 1=2.5
and 1= 3.

At IX = 3.1 deg the cavity on the suction side started ap
proximately 50 mm from the leading edge for all cavity lengths.
There was no established face cavitation for any cavity length.
At 1=3 there were occasional, short-lived cavities on the pres
sure side, starting at isolated points along the leading edge.

At IX = 4.85 deg the cavity on the suction side started at the
leading edge for all cavity lengths. There was no face cavitation.

2.4 Experimental Procedures. Fluid velocity measure
ments were made with a two-component laser doppler velo
cimetry system (Kerwin, 1992), permitting simultaneous
acquisition of streamwise and vertical velocity components.
Velocities were measured at points in a rectangular box pattern
surrounding the foil and cavity. The sampling rectangle was
680 mm in the horizontal direction and 200 mm in the vertical
direction. The sample spacing along the horizontal portions
of the rectangle, above and below the foil, was 10 mm. The
spacing along the vertical portions of the rectangle was 5 mm,
except in the wake region, where the sample spacing was re
duced to 2 mm.

The laser system was programmed to acquire 750 velocity
readings at each sample location. Under optimal conditions
these samples could be acquired within a few seconds, but in
the presence of a large number of bubbles it took 20 seconds
or more. Within the data acquisition program the array of 750
velocity values was processed to determine the mean and stand
ard deviation for each velocity component. The program then
discarded any points which fell more than three standard de
viations from the mean, and recomputed the means and stand
ard deviations from the reduced data set.

Two elements contribute to the variations in the velocity
data, as indicated by the standard deviations: actual variations
in the flow at that point as a function of time (turbulence),
and variations due to errors in the flow measurement equip
ment. Under the conditions of this experiment the former
contribution was dominant. Standard deviations for the
streamwise component ranged from approximately 3 percent
of the mean at points outside the wake region, to 10 percent
at points directly behind the foil and cavity. The magnitudes
of the standard deviations for the vertical velocity component
were similar to those for the streamwise component. The values
of the mean and the standard deviation were unaffected in a
test case where twice as many velocity readings (1500) were
used.

It was necessary to add an additional data quality check for
this experiment. Due to large numbers of cavitation bubbles
the laser system sometimes produced anomalously high velocity
readings. A software filter that discarded any points with a
velocity greater than 11 mis, well above the range of real.
values, was added to the data processing software.

At one set of operating conditions (IX=5.21 deg, 1= 1.75,
10 =0.05, a= 0.43, Uoo =6.0 m/s), in an attempt to measure the
fluid velocity on the cavity surface for comparison with nu
merical prediction, the horizontal velocity component was
measured at points along a vertical path approaching the cav
ity. This was done at two locations above the cavity, and one
location below.

2.5 Evaluation of Foil Forces in the Experiment. The lift
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Fig. 4 Supercavitating foil inside of a tunnel. The wall is represented 
with images of the foil and cavity singularities. The case with number 
of reflections NIMAGE = 1 is shown. 

fully wetted hydrofoil and for the unknown source strengths, 
d4>/dn, on the cavity surface. The source strengths are known 
on the wetted foil via the kinematic boundary condition and 
the potentials are known on the cavity via the dynamic bound
ary condition. The dynamic boundary condition requires the 
pressure on the cavity to be constant, p=pc. 

• The input (also shown in Fig. 3): 
1. The foil section geometry and the angle of attack, a. 
2. The cavity length, /. 
3. The cavity detachment point on the upper surface, /0. 
4. The length of the cavity termination model, X. We have 

the options to apply a "curved plate model", as shown 
in Fig. 3, or a prescribed pressure law model (the same 
on both sides of the cavity) followed by an open cavity 
wake. In the case of the "curved plate model" (essentially 
an outgrow of Riabouchinsky's (1921) model) the plate 
is allowed to change the distance between its tips and to 
move up and down but is restricted from rotating. The 
models are described in more detail in Fine (1992). 

• The output: 
1. The cavitation number, a, defined as usual: 

Poo-Pc 

2Ul 

(2) 

2. The cavity shape. This is determined in an iterative man
ner with the first iteration being the cavity shape from 
linearized cavity theory. 

3. The pressure distribution on the surface of the foil. 
4. The forces (lift L and drag D) acting on the foil. The lift 

is determined by integrating the pressure forces in the 
direction normal to the inflow. The drag consists of two 
components: (a) the ideal flow cavity drag which is de
termined by integrating the pressure forces in the direc
tion of the inflow and, (b) the viscous drag which is 
determined by applying a uniform friction coefficient, 
Cf, over the wetted part of the foil. The values of the lift 
and inviscid cavity drag have been found to be very in
sensitive to the kind or extent, X, of the cavity termination 
model (Kinnas and Mazel, 1991; Fine, 1992). 

5. The velocity field at any point in the flow field. It is 
computed as the sum of the contributions of all dipoles 
and sources on the foil and cavity, as well as those of 
their images in the case of a foil inside a tunnel, addressed 
in the next section. 

The numerics of the method have been validated extensively 
in Kinnas and Fine (1991) and Fine (1992). 100 panels around 
the cavity and foil seem to be adequate in producing convergent 
results. In general, for supercavitating foils at moderate angles 
of attack, linear theory, compared against the panel method, 
predicts the cavity shape and the forces with acceptable ac-

l'\ 
"**•, • same as in (6) 

x/c 
-I J L. 

(c) 
Fig. 5 Effect of walls (represented with images) on the predicted cavity 
shapes: (a) unbounded flow, /= 1.5 (b) with images, /= 1.5 (c) unbounded 
flow at the same cavitation number as in b. In all cases a = 1.85 deg and 
/0 = 0.3. The height of the tunnel is h/c = 2.5. 

curacy (Kinnas, 1992; Fine and Kinnas, 1992). However, the 
velocity flow field, especially close to the cavity or foil, is 
computed more accurately by the panel method than by linear 
theory. This is due to the fact that in linear cavity theory the 
upper and lower surfaces of the foil or cavity are assumed to 
collapse in one segment (the branch cut in the complex plane), 
as opposed to the panel method in which the singularities lie 
on the exact foil and cavity surface. Since one of the objectives 
of the present work was to compare the velocities from ex
periment and analysis, it was decided to use the panel method. 

762 / Vol. 115, DECEMBER 1993 Transactions of the ASME 

Downloaded 02 Jun 2010 to 171.66.16.106. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 1 Dependence of forces on the number of images; a 
= 1.85 deg, / = 1.5, h/c = 2.5. NIMAGE = 0 corresponds 
to unbounded flow 

NIMAGE CD 

0 
10 

0.429 
0.445 

0.038 
0.040 

In the case of supercavitation, the forces as well as the cavity 
shapes have been found to depend very little on X (Fine, 1992). 
Even though we could determine X from LDV measurements 
at the end of the cavity, it is a fortunate result that its value 
does not affect the solution substantially. In all the compu
tations we used X = 0.1. 

3.2 Cavitating Hydrofoil Inside of a Tunnel. Consider a 
supercavitating hydrofoil inside of a tunnel, as shown in Fig. 
4. The height of the tunnel is h. The effect of the tunnel walls 
can be accounted for in the previously described method by 
including in the formulation the influence of the infinite set 
of images of all the singularities representing the foil and cavity 
with respect to both walls. In practice, a set often images (i.e., 
number of reflections NIMAGE = 10) is enough in order for 
the zero normal velocity condition on the walls to be satisfied 
within acceptable accuracy (0.5 percent of the inflow). The 
effect of the tunnel walls on the cavity solution can be seen in 
Fig. 5. The cavity shapes and pressure distributions are shown 
as predicted by the present method: (a) in unbounded flow, 
(b) when the images are included and for the same cavity length 
as in (a) and, (c) in unbounded flow with the cavity length 
corresponding to the same cavitation number as in (b). Com
paring (a) with (b) notice that the cavity shapes do not differ 
substantially from each other. However, the corresponding 
cavitation number2 is higher when the tunnel walls are included. 
Thus, for the same cavitation number the cavity length and 
volume will be smaller in unbounded flow, as can be seen by 
comparing parts (b) and (c) of Fig. 5. Therefore, the tunnel 
wall effects must be included when making comparisons be
tween analysis and experiment. The effect of walls on the forces 
is shown in Table 1. 

4 Numerical Versus Experimental Results 
The foil section was analyzed using the nonlinear panel 

method at the same angles of attack and cavity lengths as those 
in the experiment. Comparisons of the velocities and forces 
are given next. The cavity length of 1 = 2.5 was found to be 
the most unstable during the experiment and thus, the cor
responding results are not shown. 

4.1 Velocities Around the Foil and Cavity. A represent
ative comparison between the numerical versus experimental 
velocities is shown in Figs. 7 and 8 for a = 3.1 deg and /= 1.5 
and /=3.0. The absolute value of the inflow velocity £/„ was 
determined by scaling the numerical velocities through the 
upstream side of the rectangle until their mean value was the 
same as the mean value of the corresponding experimental 
velocities. In the calculations, the location of the cavity de
tachment point, l0, was taken equal to the one measured in 
the experiment. An alternative would have been to use a pre
dictive cavity detachment criterion, such as the one suggested 
by Franc and Michel (1985). However, using different values 
of l0 in the computations did not affect the results substantially, 
as long as the detachment point was not in the vicinity of the 
leading edge. The complete set of comparisons for all tested 
angles and cavity lengths may be found in Kinnas and Mazel 
(1991). From these figures we may notice the following: 

• The overall agreement is very good. 

NUMERICAL 
EXPERIMENTAL 

x/c= 1.264 

^ 7 T •" 

, ./ — NUMERICAL 
z l c . / ' . EXPERIMENTAL 

I 

Remember that a = — Cp on the cavity. 

Fig. 6 Numerical versus experimental velocities as a function of the 
vertical distance from the cavity boundary at different chordwise loca
tions; a = 5.21 deg, 7=1.75, 70 = 0.05, a = 0.43. 

9 The analysis, which only models the potential flow, is not 
able to capture the velocity defect in the wake of the cavity. 
However, it predicts the flow outside the boundary layer in 
the wake quite accurately. 

9 The agreement seems to deteriorate with increasing cavity 
length. In particular, for /= 3 an appreciable shift (on the order 
of 10 percent of the inflow) between the numerical and the 
measured velocities is observed at the downstream side of the 
rectangle, as seen in Fig. 8. In an attempt to reduce this shift 
we applied an open cavity model in our analysis. The ultimate 
openness of the cavity was determined from the computed 
cavity drag by applying momentum theory. A main parameter 
in this model is the length of a transition region in which the 
cavity wake thickness reduces gradually from its value at the 
cavity end to its ultimate wake value. By applying this model 
and by changing the mentioned parameter, we were able to 
improve the comparison in the vicinity of the cavity end with
out, however, reducing the shift at the downstream end of the 
rectangle substantially. A possible explanation for this shift 
may be the reduced effective density of the fluid due to the 
presence of dispersed cavity bubbles, especially behind the 
cavity end. We did not pursue this issue further. 

4.2 Velocities Near the Cavity Surface. At one set of 
conditions we measured horizontal velocities at several points 
on a vertical path approaching the cavity. The measured ve
locities are shown against those predicted from the described 
analysis in Fig. 6. The overall comparison is very good. The 
basic assumption of constant velocity (i.e., pressure) on the 
cavity appears to be valid within acceptable accuracy. Notice 
that the computed velocities smoothly extrapolate to the cavity 
velocity qc which has been computed from the formula 
qc/Um = Vl + CT, where a is the cavitation number predicted 
from the analysis. This provides a very strong test of the validity 
of the numerical computations. On the other hand, the quality 
of the measurements deteriorates as the laser beams get very 
close to the cavity. This may be attributed to the unsteadiness 
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Fig. 8 Numerical versus experimental horizontal velocities at each side 
of the rectangle; a = 3.1, deg / = 3.0 

as well as variations in the spanwise direction3 of the cavity 
surface. Figure 6 suggests that in order to find the cavity 
velocity, the measurements should be extrapolated to the lo
cation of cavity surface (determined visually with the help of 
the laser) from the measurements away from the cavity. Since 
the measurements do not vary smoothly with vertical distance, 
the computational results (scaled by a constant factor which 
is determined from minimizing the error between the com
putations and the measurements in a least squares sense) may 
be used in the extrapolation. This extrapolation will be more 
successful the smaller the slope of the velocity with distance 
(du/dz) is. It can be proven that the slope du/dz is proportional 
to qc/R where R is the radius of curvature of the cavity. For 
example, the curvature of the cavity shown in Fig. 6 is largest 
at the bottom, where the magnitude of du/dz is larger than 
those corresponding to the other two locations. 

4.3 Forces. A representative comparison between the 
forces from experiment and analysis is shown in Fig. 9 for 
a = 3.1 deg. The complete set of comparisons for the other 

3The cavity velocity is measured with the set of horizontal beams which are 
in effect "grazing" the cavity surface. 

angles and cavity lengths may be found in Kinnas and Mazel 
(1991). The lift and drag coefficients are defined as usual from 
CL = L/[(fi/2)Ul,c] and CD = D/[(p/2Ul,c)]. In estimating the 
viscous drag in the analysis, a uniform surface friction coef
ficient Cf= 0.002 has been used. Even though the analysis seems 
to predict the correct trends (especially for the lift), the com
parisons are not as favorable as those of the velocities. For 
the lift this may be attributed to the fact that its value is 
essentially proportional to the difference between the hori
zontal velocities at the top and bottom sides of the rectangle. 
The error in predicting the lift is of the same order as the error 
in predicting the mentioned difference. The relatively small 
error between the numerical and measured velocities, however, 
is magnified when expressed in terms of the difference between 
the velocities at the top and the bottom of the rectangle. 

5 Conclusions 
A systematic comparison between experiment and analysis 

has been performed for a supercavitating hydrofoil. The effects 
of the tunnel walls were modeled completely in the analysis 
method. The velocities were found to be in very good agree
ment, especially for cavities extending no more than one chord 
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Fig. 9 Numerical versus experimental lift and drag; a = 3.1 deg 

length behind the trailing edge of the foil. However, the forces 
seemed to be in larger disagreement than the velocities, simply 
because of the magnified error in the difference between the 
velocities above and below the foil and cavity. Finally, the 
basic assumption of constant velocity on the cavity surface 
appeared to be valid in the experiment. 
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Three-Dimensional Calculation of 
Air-Water Two-Phase Flow in 
Centrifugal Pump Impeller Based 
on a Bubbly Flow Model 
To predict the behavior of gas-liquid two-phase flows in a centrifugal pump impeller, 
a three-dimensional numerical method is proposed on the basis of a bubbly flow 
model. Under the assumption of homogeneous bubbly flow entraining fine bubbles, 
the equation of motion of the mixture is represented by that of liquid-phase and 
the liquid velocity is expressed as a potential for a quasi-harmonic equation. This 
equation is solved with a finite element method to obtain the velocities, and the 
equation of motion of an air bubble is integrated numerically in the flow field to 
obtain the void fraction. These calculations are iterated to obtain a converged 
solution. The method has been applied to a radial-flow pump, and the results 
obtained have been confirmed by experiments within the range of bubbly flow regime. 

Introduction 
Related to accidents involving loss of coolant in nuclear 

reactors, the accurate prediction of the flow characteristics in 
centrifugal pumps operating under gas-liquid two-phase flow 
conditions is imperative. Various methods that attempt to es
timate the performance change of the pumps have been pro
posed. Correlating methods based on the ratio of the hydraulic 
loss in two-phase flow to that in single-phase one (Mikielewicz 
et al., 1978); Minemura et al., 1985), the use of experimental 
homologous curves expressed in a polar coordinate (Kennedy 
et al., 1982); (Minato and Tominaga, 1988), and a numerical 
method based on one-dimensional two-phase flow equations 
in an impeller channel by Furuya (1985) are such examples. 

Since the characteristics of the pumps under two-phase flow 
conditions are closely related to the states of the mixture, many 
researchers have been investigating the flow entrained non-
condensable air bubbles. The influence of the compressibility 
of the mixture on the characteristics of cascade flows was 
investigated based on a homogeneous bubbly flow model with 
no-slip velocity between two phases by Nishiyama (1978), and 
the effect of viscosity on the behavior of shock waves around 
a hydrofoil was analyzed with the same model, using both 
Euler's and Navier-Stokes equations by Shida et al. (1986). By 
employing the homogeneous bubbly flow model and the Na
vier-Stokes equations, cavitating unsteady flow around a hy
drofoil was also calculated by Kubota et al. (1989). Matsumoto 
and his co-workers (1988) solved a two-dimensional cascade 
flow by taking into account the changes in the local density 
and the slip velocity between the two phases. They showed 

Contributed by the Fluid Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
February 16, 1992; revised manuscript received February 23, 1993. Associate 
Technical Editor: T. T. Huang. 

that the characteristics are greatly affected by the existence of 
the slip. 

As the two-phase flows in pump impellers do behave three-
dimensionally due to the curved channel and rotation of the 
impeller, it is suspected that these methods, whether one or 
two dimensional, might obscure the true nature of the flows. 
If the mixture flow is assumed to be the homogeneous bubble 
one with fine bubbles, the equations of motion of the mixture 
can be represented by those of the liquid phase. This model, 
employed by Matsumoto, has been extended in this paper so 
as to analyze the three-dimensional flow in centrifugal pump 
impellers by examining the conservation of circulation in this 
flow field. The liquid velocity has a potential and is expressed 
by a quasi-harmonic equation, if the absolute flow in the pump 
inlet is assumed to be irrotational. The quasi-harmonic equa
tion can be solved numerically with a finite-element method 
to obtain the velocities of the liquid phase. The equation of 
motion of a single bubble is numerically integrated to obtain 
distributions of void fraction and pressure. This three-dimen
sional numerical method has been used to analyze the mixture 
in a radial-flow pump. The distributions of the pressure and 
void fraction obtained are in agreement with the experimental 
results. 

Theoretical Relations 
When formulating the governing equations for two-phase 

flow, the following assumptions are made. 
(1) The mixture is a homogeneous bubbly flow entraining 

fine bubbles. The bubble size is small compared to a charac
teristic length of the impeller channel. 

(2) The bubble movements are represented by Basset-Bou-
sinesque-Oseen's formula. 
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(3) The mixture flow is steady in a relative frame or ref
erence, which rotates around an axis with a constant velocity, 
and inviscid except for the drag force between two phases. 

(4) The change of void fractions in an absolute frame of 
reference is quasi-steady. 

(5) Neither fragmentation nor coalescence of bubble occurs. 
(6) The bubbles maintain their spherical shape and change 

adiabatically in volume according to the pressure that sur
rounds them. The liquid phase is incompressible. 

(7) The drag coefficient of a bubble is the same as that of 
a solid particle. The influence of interactions between bubbles 
on their movements is identical to that in a crowd of solid 
particles. 

(8) Neither mass nor heat transfer takes place between the 
two phases. 

(9) The mass and momentum of the gas-phase are very small 
and neglible compared with those of the liquid-phase. How
ever, the effects of bubble slip are accounted for. Gravity 
effects on the bubble movement are also ignored. 

Governing Equations of Two-Phase Mixture 
The equation of motion of a bubble (mass M), moving with 

the velocity Va in a water flow field, Wa, can be given by the 
following equation (Minemura and Murakami, 1980) under 
the assumptions (1), (2), (6), and (9). 

da(MYa)/dt = fP + fD + fv (1) 

In Eq. (1), the term fP is the force due to the pressure gradient, 
iD the drag force, and f v the force due to virtual mass. These 
terms are given by the following equations, respectively, 

fP=-(4/3)7ri?iv f lp 

lD = (l/2)p,(7r#2
6) CDTP I Wa - V„ I (W, - Va) 

fv=p,Cy{4/3MDa(RlWa)/Dt-da(RlYa)/dt} 

Da/Dt = da/dt + Wa-Va, da/dt = da/dt (2) 

where the virtual mass coefficient Cyis assumed to be constant 
(C„=0.5). 

In a system rotating with a constant angular velocity (Fig. 
1), the acceleration terms, velocities and differential operators 
in Eqs. (1) and (2) are rewritten as follows, 

Shroud B6 

Blade surface B< 
(Suction side) 

Hub Bj 

Impeller 
inlet 
(i=12). 

Pump 
inlet 

i=30 

Fig. 1 Calculated flow region 

da\a/dt = dW/dt + 2oiXV + uX(wxr) 

DaWa/Dt = DW/Dt + 2<o X W + co X (<o X r) 

Wa = W + coXr, Va = V + wXr 

D/Dt = d/dt + W* V, d/dt = d/dt, V a = V (3) 

From the assumption (7), the drag coefficient of a bubble 
CDTP in a multi-bubble systems with void fraction a can be 
formulated in terms of an experimental relationship (Richard
son and Meikle, 1961) between the velocity of solid particles 
relative to liquid and voidage (1 - a) as, 

CDTP = {\-a)-q-CD (4) 

where CD is the drag coefficient of a single bubble, and q is 
a function of bubble Reynolds number Re: 

8.9 R e - 0 1 

4.78 

( K R e < 5 0 0 ) 

(500^ Re < 7000) 

Nomenclature 

Cn = 

Cy = 
f = 
g = 
i = 

J = 

k = 

I = 
M = 
N = 
n = 

drag coefficient of a single 
bubble 
drag coefficient of a bub
ble in a multi-bubble sys
tem 
virtual mass coefficient 
force acting on a bubble 
acceleration of gravity 
nodal number in flow di
rection 
nodal number in radial di
rection 
nodal number in circumfer
ential direction 
line segment 
mass of a bubble 
number of blades 
number of bubbles in unit 
volume or unit vector per
pendicular to boundary 
surface 

Re 

r 
S 
t 
u 

V 
W 

z 

r = 

Ad 

e 

absolute pressure without 
gravity effect 
radius of bubble 
Reynolds number of bub-
ble = 2/?6 lW-VI/K 
radial coordinate 
surface area 
time 
peripheral speed of im
peller 
velocity vector of bubble 
velocity vector of water 
axial coordinate 
void fraction 
relaxation factor 
circulation =§W0»c?/ 
angular coordinate of bub
ble = 0o + cof+9 
pitch angle of impeller 
angular coordinate of bub
ble in a rotating frame 

P 
4> 

A*r 

Subscripts 
0 = 

1 = 
2 = 
3 = 

g 
I 
r 
z 
u 

kinematic viscosity of 
water 
density 
velocity potential or dimen-
sionless expression of 
pump flow rate 
dimensionless pressure 
coefficient =(p-Po)/(j>iub 
angular velocity of impeller 

pump inlet or initial condi
tion 
impeller inlet 
impeller outlet 
pump outlet 
condition in an absolute 
frame of reference 
gas phase 
liquid phase 
radial component 
axial component 
circumferential component 
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The equation of continuity for air-water two-phase flows in 
a relative frame of reference is written by the following equa
tion under the assumption (3). 

V«[( l -a)p/W + apj,V] = 0 (5) 

By using assumptions (1) and (9), Eq. (5) can be reduced to 
the equation of continuity for the bubbly flow, namely 

V-[ ( l -a )p ,W] = 0 (6) 

The conservation of momentum of the mixture for a unit 
volume in relative frame of reference is expressed by the fol
lowing equation under the assumption (3). 

V • [(1 - a)/),WW + apgVV] + (1 - a)p,co X (2W + w X r) 

+ apgw x (2V + w X r) = - V/7 (7) 

The equation of motion for each phase is written 

V • [(1 - a)p,WW] + (1 - a)Ploi X (2W 

+ c o X r ) = - ( l - a ) V p - F (8) 

V >(apg\V) + apguX(2V + u x r ) = - a V p + F (9) 

where F is the summation of drag forces on bubbles in a unit 
volume. 

Rewriting Eq. (7) with the assumptions (1) and (9) gives the 
equation of momentum conservation for the bubbly flow, 

V • [(1 - a)p/WW] + (1 - a)p/co X (2W + co X r) = - Vp (10) 

By using Eq. (6) and constant p/ based on the assumption (6), 
Eq. (10) is transformed into Euler's equation for the bubbly 
flow in relative frame or reference, that is, 

( l - a ) W - V W + ( l-a)u)X(2W + wXr)= - Vp/p, (11) 

When Eq. (11) is expressed in an absolute frame of reference 
by using Eq. (3), it becomes 

3„[(1 - a)Wa]/dt + (1 - a)W„. V„W„ = - Vap/p, (12) 

Rewriting Eq. (12) with the relation daa/dt = 0 derived from 
the assumption (4) gives the following equation. 

DaV/a/Dt = - V0p/[p,(l - a)] ( 1 3 ) 

To obtain liquid flow velocities, a three-dimensional rimie 
element method which will be described later is employed. The 
domain of integration is divided into finite elements. If the 
volume of a given element is sufficiently larger than that of 
bubble, a void fraction a may be defined as the volumetric 
ratio of the volume of all the bubbles existing in an element 
to the volume of the_element itself. Since the bubble volume 
is (A/3)irRl, where Rt, is the mean radius of bubbles in the 
element, a is expressed as, 

a = (4/3)Tr^.fl (14) 

where n is the number density of bubbles. 
As the value Rb is determined by the pressure p surrounding 

each bubble under the assumption (6), a can be considered to 
be a function of of p and n. 

Thus, 

oL = a(p,n) (15) 

If we assume that the absolute liquid flow in the pump inlet 
region upstream of the impeller is irrotational, the flow in the 
impeller would also be irrotational and the velocity would have 
a potential. It should, however, be investigated whether the 
liquid velocity in this bubbly flow model has a potential. 

The time rate of the change in the circulation along any 
closed curve (line element d\, surface element dS) in an absolute 
flow field is given with the Stokes' formula as, 

Dar/Dt=Da($Wa'dl)/Dt = \ [V„x (Day/tt/Dt)]'dS (16) 

Using Eq. (13) for the bubbly flow, Eq. (16) reduces to 

£> f lT/Z)f=-JV ( ,x[Vap/p,(l-a)] .dS (17) 

Since a is a function only of p and n, Eq. (17) can be expressed 
in dimensionless form with the identities V„x VoP = 0 and 

Vapxvap = 0, 

DaT*/Dt* = \(da/dn*){V*pxv*n*)-dS* (18) 

where 

r* = r/(/-!M,), t* = t/(\/w), n*=n/(\/r}),p* 

=p/{p,u2
l), V* = V„/(l//-i), and dS* = dS/ri

l. 
The order of the integrand in the right-hand side of Eq. (18) 

can be estimated as follows: The term da/dn* is rewritten via 
Eq. (14), for a bubbly flow, as, 

da/dn* = (4/3MRb0/rl)
3 (p0/p)/{l - a ) 2 = O(10-8) 

The mass of a bubble is so small that the bubble moves in the 
direction of the pressure gradient with a relative velocity to 
water (Minemura and Murakami, 1980). Thus the gradient of 
the number density of bubbles n* arise in this direction. Con
sequently, the relations of v * / / l l v „ * « * and Va*p* x 
V 0 * « * « O ( l ) do hold for the steady flow, and the order of 
the left-hand side of Eq. (18) is estimated, for a bubbly flow, 
as, 

D„T*/Dt*<O(l0 8) 

From the above discussion, the time rate of change in the 
circulation T* for the bubbly flow is extremely small and can 
be considered as constant. Thus, the absolute velocity vector 
Wa has a potential 4> and is rewritten with the relative velocity 
vector Was, 

W„ = W + < o X r = - V„<£ (19) 

When the equation of continuity (6) in a relative frame of 
reference is expressed in an absolute frame of reference using 
the assumption (4), it becomes 

V a . [ ( l -a)p,WJ = 0 (20) 

Substituting Eq. (19) into Eq. (20) under the assumption of 
constant pt yields a quasi-harmonic equation, governing the 
bubbly flow in the absolute frame of reference: 

V f l-[( l -a)V a<« = 0 (21) 

Numerical Analysis Method 
In this paper, the two-phase flow equations obtained are 

solved for a special case of a flow in a radial-flow impeller 
pump of low specific-speed [specific speed: 180 (m, wVmin, 
rpm); flow rate: 0.9 m /mm; head: 19 m; rotating speed: 1750 
rpm]. The geometry of the pump is almost the same as that 
employed in our previous experiment (Minemura et al., 1985)1. 

The calculated regions of the flow consist of a blade-to-
blade flow space and the passages before and after the space, 
as shown in Fig. 1. The region of the pump inlet is an annular 
passage between concentric cylinders, and that of the pump 
outlet is a passage between parallel planes. Internal flows of 
the pump, which is operated at the optimum discharge point 
(<t> = 0.08) of the rated speed 1750 rpm, are analyzed for various 
inlet void fraction a0. in which the mass flow rate is kept 
constant under any value of ct0. At the pump inlet, it is assumed 
that the bubbles have an initial diameter 2/?M = 0.3 mm, a 
value which is observed most frequently in the impeller under 
the same operating conditions (Minemura et al., 1985) as this 
pump. It is also assumed that the initial velocity of the bubbles 
is the same as those of the water and that the distribution of 
void fraction is uniform at the initial section. 

'The pump has two-dimensional impeller blades, and the blade's trailing edge 
is too thick to obtain a numerical solution satisfying the Kutta condition. Thus 
in this calculation, the blade thickness was made constant ( = 6 mm), and the 
depth of the impeller channel was modified so that averaged meridional velocities 
in a radial direction could change in the same way as the existing impeller. 

768 / Vol. 115, DECEMBER 1993 Transactions of the ASME 

Downloaded 02 Jun 2010 to 171.66.16.106. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



When Eq. (21) is applied to radial flow pumps, it should 
satisfy the boundary conditions: 

(l-a)n-V0</) = 

Wz, on 5, 

Wr, on B2 

±n»cjX/-, on B3 and B4 

0̂, on B5 and B6 

(22) 

where Bx and B2 are the inlet and outlet sections, 53 and _B4 
are the surfaces of the neighboring blades, B5 and B6 the hub 
and shroud surfaces, and n a unit vector perpendicular to the 
boundary surface. On the remainder of the boundary, B^ ~Bl0, 
periodic conditions should be met as follows: 

<t>(z, 6 + 2-K/N, r)=4>(z, 6, r)-T/N 
d<t>(z,e + 2r/N,r) d<j>(z, 0, r) 

dn dn 
(23) 

where the circulation T is determined so as to satisfy the Kutta 
condition, that is, the flows from both sides of the trailing 
edge join smoothly. This condition can be realized iteratively 
by making the pressures at the trailing edge coincide on the 
pressure and suction sides of the blade (Minemura and Uchi-
yama, 1991). 

If we assume that the liquid flow velocity into the inlet section 
Bi is uniform and without swirl and that the void fraction is 
also uniform, then Waz = constant on Bx. On the other hand, 
the velocity War on section B2 is determined so as to conserve 
the mass flow rate of the mixture as well as to satisfy the radial-
equilibrium equation, namely, 

dW2
ar/dz= (o>/ir)dT/dz- l/(2irr)2dT2/dz (24) 

which is derived under the assumptions of circumferentially 
uniform distributions of the velocity and void fraction on B2. 

To obtain the uniform distribution of void fraction on B\, 
bubbles are arrayed homogeneously on the initial section,2 and 
their movement is traced by solving the equation of motion 
of a bubble. The void fraction a in the flow field is obtained 
as follows. The solutions of the equations of motion of a bubble 
produce detailed information on bubble trajectories (i.e., the 
time At and averaged radius Rb of the bubbles which pass 
through each control volume). The inlet void fraction a0> on 
one hand, sets the volumetric flow rate of the gas phase through 
the initial section and determines the number of bubbles re
leased on every bubble trajectory per unit time n3. As the sum 
of the product of At and h for each control volume divided 
by its volume yields the number density of bubbles n, the void 
fraction a in each control volume is thus evaluated via Eq. 
(14). 

Liquid velocities for the mixture are given by solving Eq. 
(21) with a finite element method. In this calculation, simplex 
tetrahedron elements were employed. Although the variable 
obtained is constant in each element, owing to the simplex 
method, the value at a node can be uniquely determined with 
a least-squares method, by using the element values related to 
all the elements adjacent to the node. The same method is also 
applied to obtain nodal void fraction. 

After both the velocity If and void fraction a are determined 
at all the nodes, pressure gradients at every node can be eval-

In this calculation, the initial bubble positions were placed in 16 rows arranged 
in the circumferential direction and 8 rows in the radial at a total of 128 points. 
The resultant radial distance Ar0 (Ar0/r, = 0.088) and circumferential angle A60 

between bubbles (AOO/A0 = 0.063) were kept constant for all ct0. 
3The number h is equivalent to the axial distance between subsequent bubbles 

on a trajectory Zo- For example, when a 0 =0.01 , then Azo/r, = 0.012 at the initial 
position nearest the wall of the suction pipe. Irrespective of the different distances 
between the bubbles in the radial, circumferential and axial directions, almost 
the same values of a were obtained in each element among the initial sections 
(sections /= 1-3 in Fig. 1), in which the water flows axially with a uniform 
velocity. 

( START) 

isr 
Set up g; = 0, F; I 

-J-Calculation of Wi, p; 
by FEM 

EST 1 * ' 

Calculation of 
bubble trajectories 
by use of Eq. (1) 

Calculation of a,-
by use of Eq. (14) 

Correct of TJ 
by use of Eq. (25) 

1 
Calculation of <f>i 
by use of Eq. (21) 

IE 
Calculation of Wi 
by use of Eq. (19) 

Calculation of p,-
by use of Eq. (11) 

Fig. 2 

(STOP) 

Flow chart of calculation 

uated with Eq. (11). Thus the pressure distribution in the field 
is decided by integrating the gradients numerically; [i.e., by 
using a least-squares method with FEM shape functions under 
the restriction of the pressure imposed on the inlet boundary 
section (Uchiyama and Minemura, 1992)]. 

Equations governing the two-phase mixture are reduced to 
Eq. (14) for void fraction, Eq. (11) for pressure, and Eq. (21) 
for velocity potential of liquid phase. These equations are 
iteratively solved as shown in Fig. 2, obtaining the flow prop
erties of the mixture: void fraction a, velocity of water W, 
and pressure p. The numerical procedure is as follows. 

(i) As an initial step (i = 0), solve Eq. (21) for the flow field 
wherever the void fraction is zero, a = 0, to obtain W,- and p-,. 
The solution can be given by a three-dimensional finite-element 
method (Minemura et al., 1988). 

(ii) Numerically integrate the equation of motion of bubble, 
Eq. (1), in the flow field (a,-, W,-, p,) for the bubbles which are 
released from various initial positions, before evaluating the 
void fraction a,+ 1 in every control volume with Eq. (14). 

(iii) Solve Eq. (21) in the field of a,-+1 with FEM to obtain 
4>i+\. To promote the convergence of the solution, modify ai+1 
with the relation ai+i = a,- + (3(a,+, - a,), where /3 is a relaxation 
factor and the relation /3 = 0.5 is used in this calculation. 

(iv) Differentiate $,+1 to obtain velocity W,+) with Eq. (19) 
(Minemura et al., 1988). 

(v) Calculate pressure gradients Vp,+1 with Eq. (11) for the 
field of a,+ i and W,+1, before numerically integrating the gra
dients to obtain pressure p,+ i. 

(vi) If the pressures on the trailing edge do not satisfy the 
Kutta condition, modify circulation T2i+

ji with the following 
equation and return to step (iii). 

riVi = r2,vi + 0(1 -pp/ps)-T2i+{ (25) 

where the relaxation factor /3 and the criterion of convergence 
for the Kutta condition are taken to be unity and 11 -pP/ 
ps\ ^0.3 X 10~2, respectively. 

(vii) Repeat the calculations from step (ii) to (vi) until the 
distribution of the void fraction converges, i.e., until r2i con
verges, where the criterion for convergence is taken as 
i (r 2 /+ . -r 2 /) /r 2 , i^o.3xio- 2 . 

Results of Calculation and Discussions 
Distribution of the void fraction obtained for a0 = 0.05 is 

shown in Fig. 3, where the local void fraction a divided by 
the inlet void fraction a0 is plotted. The results on the suction-
surface of the blade (section k = 9 in Fig. 1), on the mid-section 
between the suction- and pressure-surface (section k =5) and 
on the pressure-surface (section k= 1) are shown in Fig. («), 
(b) and (c), respectively. The void fraction is seen to be locally 
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_ 2 . 5 

Impeller 
outlet 

(a) Suction-surface (b) Mid-channel (c) Pressure-surface 

Fig. 3 Distributions of void fraction on meridional sections (a0 = 0.05) 

(a) Result on shioud (b) Result on mid-channel 

Fig. 4 Distributions of void fraction on blade-to-blade sections (a0 = 0.05) 

high in the impeller inlet region, especially on the suction 
surface, and to increase toward the shroud from the hub, where 
the value of a is almost zero. The maximum value of a is more 
than four times a0. This high void fraction on the suction 
surface is due to the fact that the bubbles entrained from the 
pump inlet shift toward the lower pressure zones inside the 
inlet curvature upstream of the impeller entrance and flow 
down along the shroud surface (Minemura and Murakami, 
1980). 

Distributions of the void fraction on blade-to-blade sections 
are plotted for a0

 = 0.05 in Fig. 4. The result on the shroud 
(section j = 5 in Fig. 1) shows a higher void fraction than on 
the mid-channel between the shroud and hub (section j= 3). 
A region of high void fraction is observed near the suction 
side of the blade in the impeller inlet. The void fraction in
creases toward the suction side of the blade from the pressure-
side. In this region, the pressure gradient along the bubble 
trajectory changes its sign, and the bubbles are apt to accu
mulate there (Minemura and Murakami, 1980). 

Calculated distributions of void fraction on a section just 
after the impeller inlet (r/rx = 1.1) for fixed mass flow rate and 
different values of inlet void fraction a0 are plotted in Fig. 
5(«), and the results for a0 = 0.02, 0.05, and 0.07 are super
imposed. The distributions are seen to be remarkably uneven 
and shift upward with the shape similar when a0 is increased. 
These trends are in agreement with the experimental results 
(Minemura and Murakami, 1986), as seen in Fig. 5(b). The 

Fig. 5(a) Calculated distributions 

Fig. 5(b) Measured distributions (Uncertainty in a is ±7 percent of a 
and in «0 ± 3 percent of «0) 

Fig. 5 Distributions of void fraction on the section just after impeller 
inlet {r/r, = 1.1) 

maximum value is, however, about half of that obtained in 
the experiments. This difference may be attributed to neglect 
of fluid viscosity. 

Dimensionless iso-baric lines A\[/r on meridional sections are 
shown for various inlet void fractions a0 in Fig. 6 for constant 
mass flow rate of the mixture. The results on the suction-
surface of the blade (section k = 9 in Fig. 1), those on the mid
section between the suction- and pressure-surface (section 
k = 5), and those of the pressure-surface (section k=\) arc 
plotted in Fig. (a), (b) and (c), respectively. Though the iso-
baric lines for a0 = 0, shown by chain lines, are parallel to the 
pump axis on all sections within the impeller passage, the lines 
for cv0> 0 incline downward to the right and their gradient 
increases with an increase in a0. This inclination, due to the 
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(a) Suction-surface (b) Mid-channel (c) Pressure-surface 

Fig. 6 Distributions of pressure on meridional sections 

(1) The homogeneous bubbly flow with fine bubbles, i.e., 
bubbles much smaller than the characteristic length of the 
impeller channel, can be expressed by a quasi-harmonic equa
tion for a potential field with a void fraction distribution given. 

(2) Distributions of the void fraction obtained are consid
erably higher and uneven in the impeller inlet region, where 
the maximum value of a is more than four times its corre
sponding value at the pump inlet. 

(3) Though the pressure distributions in the radial-flow im
peller are even in an axial direction under the single-phase flow 
condition, the pressure under the two-phase conditions de
creases near the shroud, where high void fractions prevail. 
This reduction becomes evident toward the impeller outlet. 

(4) The distributions of the void fraction and pressure which 
were numerically obtained are in agreement with the experi
mental results. Therefore, in the bubbly flow regime, the pro
posed model and method are appropriate for the analysis of 
three-dimensional two-phase flows in impellers with arbitrary 
geometry. 

(a) Result on shroud (b) Result on mid-channel 

Fig. 7 Distributions of pressure on blade-to-blade sections 

higher void fraction toward the shroud, becomes more pro
nounced downstream of the impeller, especially on the pres
sure-surface (Fig. 6(c)). 

Pressure distributions on blade-to-blade sections are shown 
for different a0 in Fig. 7, where the results on the shroud and 
those on the mid-section between the shroud and hub are 
plotted in Fig. (a) and (&), respectively. In Fig. 7(a), a low 
pressure region of Ai/v^ -0.05 exists near the suction-side of 
the impeller inlet. When a0 increases, this low pressure region 
reduces its area toward the impeller inlet, and the iso-baric 
lines for a0^0.05 shift greatly toward the impeller outlet, 
except for the region near the leading edge of the pressure-
side. These trends are in agreement with the experiment per
formed with this pump (Minemura et al., 1983) except for the 
region near the impeller outlet, where the secondary flow due 
to the fluid viscosity dominates. The results in Fig. 1(b) show 
similar change for a0» but the change is less than on the shroud. 

Conclusions 
Based on a bubbly flow model, a three-dimensional nu

merical method has been proposed, and was employed to cal
culate the flow of a two-phase mixture through a radial-flow 
pump. The results obtained are summarized as follows: 
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Mach Number Scaling of Single-
Component, Two-Phase Flow 
A simple two-fluid formulation is used to investigate compressibility effects and 
Mach number scaling for equilibrium, evaporating two-phase flow. The definition 
of the local two-phase Mach number emerges from a critical flow analysis. Com
parisons of the theoretical critical mass flux with existing experimental data obtained 
in steam-water flows show very good agreement for moderate and high qualities 
over a wide critical pressure range. Within this quality range the predicted critical 
mass flux is quite insensitive to the velocity ratio. The analysis confirms previous 
observations, based on homogeneous flow models, indicating that in variable area 
ducts the critical state does not occur at a geometrical throat. Results of existing 
critical flow experiments in slowly diverging ducts are discussed in the light of this 
conclusion. Away from the neighborhood of the flash horizon, pressure-drop and 
kinetic energy changes are shown to scale with similar local Mach functions as those 
of single-phase compressible flow. Existing experimental data from vertical-upwards 
and horizontal two-phase flows in pipes indicate that the Mach number calculated 
on the basis of the local homogeneous state provides the optimum scaling perform
ance. Scaling of the same experimental data using a Mach number based on the 
local nonhomogeneous state provides results that are in reasonably good agreement 
with the theoretical scaling guidelines and predictions, but is handicapped by con
siderable scatter in the scaled experimental variables. 

Introduction 
In single-substance, two-phase flow where mass transfer is 

possible between the phases one of the important physical 
characteristics, which may be examined independently from 
the flow topology, is the high compressibility which is largely 
caused by phase change. Most of the recent work considering 
two-phase flow compressibility has addressed the problem of 
critical flow and the associated critical flow conditions. Studies 
by Giot and Fritte (1972), Boure et al. (1976), Trapp and 
Ransom (1982), and more recently Bilicki et al. (1987, 1988a, 
1988b) have contributed to the understanding of critical flow 
phenomena, the methodology for the determination of critical 
flow conditions, as well as the definition of a critical flow 
parameter. Giot and Fritte (1972) derived expressions for the 
critical mass flux using various combinations of two-fluid gov
erning equations for one- and two-component, equilibrium and 
nonequilibrium annular flows, by setting the determinant of 
the system of governing equations equal to zero. Bilicki et al. 
(1987) pointed out that the vanishing of the determinant is a 
necessary condition for critical flow but not a sufficient one. 
The vanishing of the determinant establishes a relationship 
between the critical mass flux and the critical state variables 
(Giot and Fritte, 1972) while the sufficient condition, which 
always involves the closure relations, determines the location 
of the critical state and the critical state variables themselves. 
On this basis, and using a homogeneous, nonequilibrium re
laxation model, Bilicki et al. (1988b) have indicated that the 
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critical state may not be attained at the immediate neighbor
hood of a geometrical throat. 

In the present study we will use a highly simplified two-fluid 
formulation (Maeder et al., 1983; Nikitopoulos and Maeder, 
1986) to examine the compressibility aspects of the single-
component, two-phase flow process, and explore the scaling 
of quantities of practical interest with an appropriately defined 
compressibility parameter. To this end, a critical flow analysis 
is carried out using the formalism of Bilicki et al. (1987). The 
analysis does not involve flow-regime-specific closures to ob
tain predictions of the critical state and its location. The model 
used here is far too simplified to provide such predictions 
accurately. Instead, we have focused on the derivation of a 
rational definition of the critical flow parameter, examining 
the possibly closure-independent features of the flow, and re
lating these features to existing experimental results. 

Formulation 
The two-fluid formulation that we have utilized here is fairly 

standard (see Giot and Fritte, 1972; Nikitopoulos and Maeder, 
1986) and the simplest one possible. It is a steady-state, one-
dimensional model neglecting surface tension and "transient" 
forces such as virtual-mass and Basset forces. For our purposes 
here we have considered adiabatic flow where the two phases 
are in thermal equilibrium. Thus, in the interest of consistency, 
the gained insights will be relevant for comparisons with ex
perimental data that have indicated existence of thermal equi
librium. 

According to all the.assumptions the two-fluid governing 
differential equations for adiabatic, single-substance, two-
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phase duct flow in thermal equilibrium are summarized in the 
following "mixture" form: 

Momentum: 

^dWm + dP=_ 
dz dz 

[Twg + Twf)+pmgsm d (1) 

Energy: 

Dissipation: 

dz , dz 
(2) 

ds 1 
*TJz = ~R {Twg ws + TwSwf+Ti ( w « - w / ) ] - <3> 

These are supplemented by the mass conservation equations 
for each phase [^(1-x) = p/My ( 1 - a ) for the liquid and 
<kx = pgwea for the vapor]. The quantities Wf and wg are the 
velocities of the liquid and vapor phases, h and s are the 
enthalpy and entropy of the two-phase mixture defined in the 
usual way, ty( = m/A) is the mass flux, and R/, is the hydraulic 
radius of the duct. The quantities Wcm, Wke and pm, which 
manifest the "two-fluid" nature of the model, are defined as: 

•*Wcm = pfw/(!-«) + / wg
2 a, 

W2
ke=w}(\-x) + wg

2x, 

(4) 

(5) 

Pm = Pj(^-a) + PgCi, (6) 

in terms of the phase velocities, void fraction, a, and quality, 
x; the latter being the ratio of vapor mass flowrate to the total 
mass flowrate. They represent the dynamic pressure, kinetic 
energy and in-place density of the mixture, respectively. The 
quantities fwg,TWf, and ?,- are weighted wall and net interfacial 
shear stresses, given by: 

U 

LH 
Twf- Twf • 

c 
Li dx 

C dz 
w/+wg - w, R 

(la) 

(lb) 

(7c) 

where C, Lwg, L)v/, L, and w,- are the perimeter of the duct, its 
vapor and liquid wetted portions, the average interfacial length 
per crossection and the interfacial velocity, respectively. The 
second term in the expression for 77 represents an additional 
interfacial stress resulting from the mass-transfer-induced mo
mentum exchange across the interface. Giot and Fritte (1972) 
in their formulation for annular flow accounted for interfacial 
entropy production related to mass transfer through a term 
that corresponds to setting w,• = 0. For the rest of our discussion 
we will adopt the assumption that the interfacial velocity is 
equal to the average of the liquid and vapor velocities as did 
Levy (1982) and Dickinson and Maeder (1984). This is equiv
alent to explictly neglecting the dissipation resulting from the 
mass transfer across the interface. Implicitly this effect can be 
taken into account by applying an adjustment on T,-. Conse
quently, Tj, which is subject to closure, is assumed to be in
dependent of gradients of the state variables of the flow and 
thus the critical mass flux derived in the next section cannot 
account for more elaborate closures. 

Critical Flow Conditions and Critical Mass Flux 
The thermodynamic and dynamic state of the flowing two-

phase mixture is uniquely defined when two thermodynamic 
variables and one dynamic variable are known at any position 
in the duct, according to our one-dimensional formulation and 
for fluids that are simple compressible substances. The solution 
of the governing Eqs. (l)-(3) would yield the state of the flow 

at any point, provided that the appropriate closures were in
troduced. For our purposes we have chosen the entropy, s, 
pressure, P, and velocity ratio, a(=wg/wj), as the dependent 
flow-state variables. The governing equations can then be writ
ten as 

Aj,— ls,P,d\=Bj, 

and their formal solution is given by 

dz 
[s,P, o]=\[Ns,N'>,N'r], 

(8) 

(9) 

where A = det(Ajj), and Ns, Np, and N" are determinants cor
responding to each dependent variable. The index / corresponds 
to the dependent variables while j corresponds to Eqs. (l)-(3). 
For the model under consideration the vector Bj contains all 
the quantities that are subject to closure while Ayi is inde
pendent of them. The matrix coefficient Aj, and the vector Bj 
can be found in the Appendix. 

The necessary condition for critical flow (A = 0, as in Boure 
et al., 1976; Trapp and Ransom, 1982) leads to the following 
expression for the critical mass flux: 

* ? = 
[az + x(y2- V ) ] c 

[o + x(y-a)rc 

s dvf dvg (dx 
(10) 

where, y = p/pg, is the liquid to vapor density ratio, <j> is a 
function of 7 and a given in the appendix, and the subscript 
c denotes that all variables and parameters are evaluated at 
the critical state which corresponds to a singular point (Bilicki 
et al., 1987). The above expression is valid for all values of 
the velocity ratio except when it is equal to unity (no-slip). 
The case of 0= 1 is one where the singular point is degenerate 
and the necessary condition for critical flow also requires that 
three independent 2 x 2 sub-determinants of Ajt be equal to 
zero. This means that the original set of equations reduces to 
those for the homogeneous flow model at the critical state, 
and that the necessary condition for critical flow is the van
ishing of the determinant of the reduced system. As a result 
the critical mass flux becomes: 

\b2 — 
1- m — 

. dvf dv„ I dx 
(11) 

It is unlikely that any duct flow will go into a critical con
dition where the critical velocity ratio is exactly unity through 
a sequence of flow states with a>\. A possible situation is 
when the flow becomes critical at the point of homogeneous 
nucleation (flash horizon). Equation (11) also gives the critical 
mass flux if we were to assume that the velocity ratio is unity 
throughout the flow (homogeneous model), in which case the 
reduced system would govern the entire flow. The first two 
terms with pressure derivatives in (10) and (11) represent the 
contribution of the compressibility of the individual phases 
and the third one the contribution of the phase change, which 
dominates the flow at low and moderate qualities. The Mach 
number for two-phase flow is defined in the usual way as 
Ma = ^ / ^ c , and the necessary critical flow condition becomes 
Ma = 1. A Mach number, Ma0, based on a critical mass flux 
of a corresponding homogeneous flow state can also be sim
ilarly defined using the result of (11). 

Discussion 

The equilibrium process corresponding to the two-phase flow 
in the duct can be represented on the enthalpy-entropy space 
by a line similar to the Fanno line (as did Michaelides and 
Parikh (1982) for flow in straight pipes). The "two-phase 
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Fanno" line begins on the saturated liquid line where flashing 
first occurs and extends into the two-phase region until the 
critical flow point. It is useful to look at the expression for 
the slope of the "Fanno" line and the pressure gradient, the 
latter being a quantity that is usually measured directly in 
experimental studies. These expressions are easily derived from 
(9), yielding: 

• C l -

and 

M a 2 ) ^ = 
' Tds 

o v Dh Ma) wi 

+fd 

1 

7d 

• ( 

dP 

dz 

1 + 

sin0 dA D), 
+ Ma2 

£)-(-J!asH* 
sinfl dA Dh , 

Fr dz A 

W\e ( Wv{rwg + rwf)\ 1 
, <Pl+ 1 - D „ \<PA 
hfg \ RhB ) 

., (12) 

, (13) 

where <j>it <t>2, <£3, and <£4 are known functions of 7, a, and a, 
and can be found in the Appendix; 9 is the energy dissipated 
per unit volume and is equal to the right-hand side of Eq. (3). 
A two-phase Froude number and dissipation factor have been 
defined as Fr=Wl/gDh and fd=RhQ/^/(W2

ke/2), respec
tively. The last term of (13) can be easily shown to be always 
positive. 

Equations (12) and (13) indicate that the important global 
dimensionless parameters relevant to the equilibrium, adiabatic 
two-phase flow process are the Froude and Mach numbers as 
defined above, and an appropriately defined Reynolds number 
whose influence is implicit. The kinetic energy to latent heat 
of evaporation ratio, Wle/hfg, which also appears as a param
eter, is of secondary importance due to its small magnitude 
(of order 10"3 to 1(T5 usually). Here we are mostly interested 
in the effects of the Mach number. Equation (13) indicates the 
appropriate dimensionless form of the pressure gradient and 
that (1-Ma 2 ) is a good candidate as a scaling factor. The 
equation for the kinetic energy gradient, which can be easily 
derived from (2), (3), and (12), indicates that (1 - Ma2)/Ma2 

should be the appropriate scaling factor for this quantity. 
Accordingly one expects that pressure and kinetic energy gra
dients from flows of the same fluid and the same orientation 
should follow a common trend when such scaling has been 
applied. 

The sufficient critical flow condition Np = 0 which requires 
the, always positive, right-hand side of (13) to vanish, indicates 
that dA/dz > 0, at the critical point. Consequently, in chanels 
with a slowly-diverging section (e.g., Henry, 1968; Reocreux, 
1974) this simple model indicates that the critical point cannot 
occur at the throat (point of smallest cross section). This is in 
agreement with Bilicki et al. (1987, 1988b) who have used 
homogeneous equilibrium and nonequilibrium relaxation 
models and reinterpreted the Moby Dick critical flow exper
iments (Reocreux, 1974). Bilicki et al. (1987) have also shown 
that the critical state may occur only at the abrupt exit (end) 
of the channel for constant area ducts and variable area chan
nels whose geometry does not allow critical flow to occur at 
an interior point (e.g., truncated converging nozzles, flow 
through orifices). 

Experimental results for the critical mass flux from abruptly 
diverging channels (exit of a constant area duct, orifices, etc.) 
and from slowly diverging ones (Henry, 1968; test sections C7 
and R7) at an average critical pressure of 0.343 MPa are shown 
in Fig. 1 as a function of critical-state quality. Predictions 
from Eq. (10) are included in the same figure for various 
velocity ratios, since no experimental information on the crit
ical velocity ratio is available. The model shows a high sen
sitivity to the velocity ratio at low quality (x< 15 percent 

10 ' 

/ 

. _ . -*!•? n ! i 

\X 

h b r a o g 

Zaltiijiidek 

C7 Heniiy 

Hariirjj R7 

FalHUfci & 
A:):Fa^|fc:(i^6:qi 

rf 

N 

C12<j>1|iPj68) 

Mdiiltftn 

TW 

1963)1! 

• a-

7TTTT 

5J3 

10" 1 0 " 

x (%) 
10' 

Fig. 1 Critical mass flux of water-steam, two-phase flow as a function 
of quality at a pressure of 0.343 MPa. Experimental data (pressures within 
a range of ±6 percent of nominal) and predictions of the present anal
ysis. 
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Fig. 2 Critical mass flux as a function of pressure for three different 
qualities. Experimental data and predictions of the present analysis. The 
value of the quality for all the experimental points presented is within 
5 percent of the value shown by the corresponding label. 

approximately). The experiments indicate separate trends de
pending on the type of duct. In the past this discrepancy has 
been attributed exclusively to thermal nonequilibrium effects. 
However, Henry's data for test sections R7 and C7 were re
ported under the assumption that the critical state occurs at 
the throat and, on the basis of the previous discussion regarding 
the location of the critical state, it is probable that the critical 
mass fluxes have been assigned to the incorrect critical state 
variables. The sensitivity of the critical mass flux to the velocity 
ratio, which may be different at the critical state between 
different geometries while x and P are the same, could also be 
contributing to the discrepancy. The theoretical trends show 
the critical mass flux has a maximum at very low qualities, a 
feature not predicted by other models because they diverge as 
x - 0 (Delhaye et al., 1982). Experiments in the range of ex-
trerfiely low qualities are rare, but there is one indication of 
such behavior in the data of Campbell and Overcamp (1966) 
at 0.17 MPa for N2. The above conclusions are of course 
subject to the serious limitations (one dimensionality, closures 
assumed free of streamwise gradients of the flow variables, 
assumption of thermal equilibrum etc.) of the simple flow 
model used, which is not expected to yield accurate predictions, 
particularly at low qualities. Included in Fig. 1 are the pre
dictions of the homogeneous flow model which is known to 
seriously under-predict the critical mass flux. 
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Table 1 Experimental Conditions 
# 
1 
2 
3 
4 
5 
6 
7 

r* (°c) 
21 
36 

18.2 
34.2-35.7 
26.0-27.8 

-
-

±.1 

Ma* 

0.5 
0.33 
0.33 

.51- .68 

.31 - .37 
-
-

±.01 

Fr* 

2.63 
2.56 
0.98 

5 .4 -8 .7 
1.1-1.3 

-
-

Re*x l0~ 3 

238 
269 
142 

380-490 
163-174 

-
-

^(kg/m2s) 

1681 
1605 
1033 

2342-2970 
1067-1155 

88-354 
88-354 

Uncertainties for Experiments #1 --#5 

±.03 ±2.9 ±20 

x°/o 

1-8 
3-18 
3-11 
3-10 

12-20 
10-80 
10-80 

±.15 

a% 

24-80 
54-89 
53-86 

-
-

35-97 
40-89 

±8 

P (KPa) 
' 128-187 

141-265 
97-148 

202-256 
88-133 

567-1219 
910-1942 

-
1, 2, 3 Vertical-upwards adiabatic flow, refrigerant 114, 2 in. (5.08 cm)-ID pipe (Nikitopoulos and 

Maeder, 1986) 
4, 5 Horizontal adiabatic flow, refrigerant 114, 2 in. (5.08 cm)-ID pipe (Dickinson and Maeder, 

1984) 
6 Horizontal adiabatic flow, refrigerant 12, 1cm-ID Pipe (Hashizume, 1983) 
7 Horizontal adiabatic flow, refrigerant 22, 1cm-ID Pipe (Hashizume, 1983) 

At higher qualities (*>20 percent) the critical mass flux 
predicted by the present model is quite insensitive to the velocity 
ratio (Fig. 1). This is also illustrated in Fig. 2 comparing the 
theoretical predictions with data from four different investi
gations of water-steam critical flows over a wide pressure range 
(0.03-3 MPa) and for three different qualities (30, 40, and 98 
percent). For x > 20 percent the maximum variation in critical 
mass flux with velocity ratio is within the scatter and uncer
tainty of the experimental data and thus the predicitions from 
Eq. (10) seem to be in good agreement with the measurements. 

Mach Number Scaling: Comparison With Experiments 
In order to test the appropriateness of the Mach-number-

dependent scaling factors suggested by this analysis, we have 
considered results obtained from experiments conducted in 
adiabatic, vertical-upwards (Nikitopoulos and Maeder, 1986) 
and horizontal (Dickinson and Maeder, 1984; Hashizume, 
1983) two-phase flows in pipes. Experimental conditions to
gether with ranges of the significant flow variables covered 
during these experiments are shown in Table 1. Each one of 
the three experimental sets (#1, #2, and #3) of Nikitopoulos 
and Maeder (1986) represents a sequence of states in a straight 
pipe corresponding to a common state at flashing (point where 
evaporation starts). Therefore, values of the temperature and 
the significant dimensionless parameters evaluated at flashing 
conditions (indicated by the asterisk) are included in Table 1. 
The same is true for the experiments of Dickinson and Maeder 
(1984) which we are presenting in two groups (#4 and #5). 
Flashing conditions were not available for the experiments of 
Hashizume (1983) (labeled #6 and #7). It should be pointed 
out that, during the experiments #l-#5, the measured pressure 
was always in agreement with the saturation pressure corre
sponding to the measured temperature to within 5%. There
fore, the flow-equilibrium assumption is good at least to within 
the experimental accuracy and the comparisons made here are 
consistent with what was postulated in theory. The quantities 
measured directly during these experiments (#l-#5) were the 
net mass flow rate, m, pressure drop, Ap, temperature, T, and 
the average void fraction, a. The void fraction was measured 
by using the quick-closing valve technique. The quality of the 
flow was calculated from the energy equation (including the 
kinetic energy) by using the measured temperature, the meas
ured average void fraction, and the elevation of the corre-' 
sponding measuring station (in the case of vertical flow). Details 
on the experimental facilities and procedures used to obtain 
these measurements (experiments #l-#5) can be found in 
Maeder et al. (1985) and Nikitopoulos and Maeder (1986). 

Measured pressure gradients from experiments #l-#5 and 
kinetic energy gradients from #l-#3 are presented in Figs. 3(a) 
and 3(b), respectively, as functions of quality. Kinetic energy 
gradients were calculated from the energy equation. The pres
sure gradient data for #6 and #7 can be found in tabular form 
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Fig. 3(a) Pressure gradient from experiments #1-#5. Estimated uncer
tainties for -(dP/cb) and x are ±560 Pa/m and 0.15 in percent, respec
tively (Nikitopoulos and Maeder, 1986) and ±200 Pa/m and 0.15 in percent, 
respectively (Dickinson and Maeder, 1984) 
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Fig. 3(b) Kinetic energy gradient from experiments #1-#3. Estimated 
uncertainties for d(Wt,/2)/dz and x are 0.9 m/s2 and 0.15 in percent, 
respectively (Nikitopoulos and Maeder, 1986) 

in Hashizume (1983) and are therefore not shown here. The 
gradients presented are widely different, both for the vertical 
and horizontal flows, depending on the prevailing conditions 
at flashing. 

We have reduced the experimental data according to the 
scaling guidelines and dimensionless variables suggested by our 
analysis, examining two possible scaling methods. One method 
utilizes as the principal scaling parameter the local Mach num
ber, Ma, based on the critical mass flux calculated from (10) 
for each nonhomogeneous flow state described by the state 
variables (P, a, x). The other method uses Ma0, based on the 
critical mass flux calculated from (11) and corresponding to a 
hypothetical state which shares the thermodynamic state of 
the flow but is otherwise homogeneous (a = 1). Although we 
have shown in the previous section that the "homogeneous" 
Eq. (11) is not the appropriate one for obtaining critical mass 
flux predictions, it is worthwhile to examine if the Mach num
ber, Mao, of the corresponding homogeneous state can be 
successfully used for scaling purposes because of its simplicity 
and velocity-ratio independence. 

Using this latter method we have reduced the pressure gra-
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Fig. 4 Pressure gradient measurements from experiments #1-#3 (Ni-
kitopoulos and Maeder, 1986) and #4-#5 (Dickinson and Maeder, 1984) 
scaled according to present analysis using the corresponding homo
geneous state Mach number 
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Fig. 6 Kinetic energy gradient measurements from experiments #1-#3 
(Nikitopoulos and Maeder, 1986) scaled according to present analysis 
using the corresponding homgeneous state Mach number 

Fig. 7 Pressure gradient measurements from vertical flow experiments 
#1-#3 (Nikitopoulos and Maeder, 1986) and horizontal flow experiments 
#6 and #7 (Hashizume, 1983) scaled according to present analysis 

dient data from experiments #l-#7 as suggested by Eq. (13) 
utilizing (1 -Ma0

2) as a scaling factor and the volumetric ve
locity W„ (defined as ^v) as the velocity scale, rather than Wke 
for the sake of consistency (Wv= Wke= Wcm for a homoge
neous flow). According to this scaling, Fig. 4 shows that the 
dimensionless pressure gradients resulting from the vertical-
flow experiments #l-#3 (Nikitopoulos and Maeder, 1986) fol
low a single trend. The same is shown to be true for the 
horizontal flow cases of experiments #4 and #5 (Dickinson and 
Maeder, 1984) included in Fig. 4, as well as for experiments 
#6 and #7 (Hashizume, 1983) presented in Fig. 5. Particular 
trends naturally depend on the substance and orientation of 
the flow, since the scaling discussed here involves only the 
Mach number. A single trend is also indicated when the kinetic 
energy gradient for experiments #l-#3 is reduced according to 
our analysis and scaled with (1 - Ma0

2)/Ma0
2, as shown in Fig. 

6. It should be noted that the common trend is not as clear 
for the vertical-upwards flow experimental results with dif
ferent flashing Froude numbes, Fr*, if we magnify the region 
immediately after the flash horizon in Figs. 4 and 5. This does 
not contradict the theoretical contentions because in vertical 
flow the hydrostatic effect is dominant in the region following 
the flash horizon and therefore the Froude number is likely to 
be the controlling parameter in that region rather than the 
Mach number. The experiments clearly show that the Mach 
number scaling suggested by the present analysis is very suc
cessful in collapsing widely different data into single trends 
for vertical as well as horizontal flows. Although the two-
phase flows of the experiments are nonhomogeneous the ex
perimental evidence presented indicates that the Mach number 
evaluated at the corresponding homogeneous flow states is an 
excellent scaling parameter which encompasses the compress
ibility of the evaporating two-phase flow process. 

C? 0.35 
I 

"a 0.30 
S 
^T 0.25 

^ 0.20 

\ 0.15 Q 
S 0.10 

OJ 0.05 

0.00 

! O 
_ : 9 

9 V 
- - " - * 1 

9 

Experim 
Experim 
Experim 

_ * i 
*^d 

- 5sfes 
i 

&S& es0 

e n t #1 
ent-#2--~ 
en t #3 

9 «» e 

1/2 

Fig. 8 Kinetic energy gradient measurements from experiments #1-#3 
(Nikitopoulos and Mader, 1986) scaled according to present analysis 

The experimental data have also been scaled according to 
the method based on the local Mach number, Ma, which is 
strictly in accordance with Eq. (13) of the nonhomogeneous 
model used in our analysis. In such case the relevant velocity 
is Wke. The pressure gradients form experiments #l-#3 (vertical 
flow), #6 and #7 (horizontal flow) scaled in this manner are 
presented in Fig. 7, while Fig. 8 shows the scaled kinetic energy 
gradients from experiments #1 to #3. It is seen from both figures 
that the scatter in the scaled data is considerable (more so for 
#6 and #7) and it reflects the relatively high uncertainty of the 
void fraction measurements that are used to calculate the ve
locity ratio. Within the bounds of this uncertainty, this scaling 
method is also successful in collapsing the data on common 
trends to a satisfactory extent, although not as well as the 
previous one. The scaling performance is reasonable even at 
low qualities where the present non-homogeneous model can
not accurately predict the critical mass flux, probably due to 
some form of error cancellation. 
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According to the experimental evidence the Mach-number-
based scaling rules dictated by the present analysis have proven 
to be successful with a reasonably high level of confidence, 
because the experimental data used here (Table 1) cover a 
sufficiently wide range of the important two-phase flow vari
ables (x, a, P and ty) and have been obtained from three 
different experimental facilities using three different working 
fluids. We have seen that both scaling methods used in this 
work perform reasonably well in spite of the fact that the Mach 
numbers used for the scaling are based on critical mass flux 
expressions (Eqs. (10) and (11)) that in general cannot accu
rately predict the actual critical mass flux for a given flow 
state. This allows one to view Eqs. (10) and (11) as correlations 
and use them successfully in combination with the proposed 
variables for scaling purposes. 

Conclusions 
A simple two-fluid formulation has been used to investigate 

compressibility effects and Mach number scaling for equilib
rium, evaporating two-phase flow. The critical flow analysis 
carried out has given rise to a two-phase Mach number defined 
on the basis of the critical mass flux which strongly depends 
on the compressibility induced by phase change. The analysis 
supports previous observations, based on homogeneous flow 
models, indicating that in variable area ducts, the critical state 
does not occur at a geometrical throat. At qualities higher than 
20 percent the predicted critical mass flux for a given critical 
state is insensitive to the velocity ratio and is in good agreement 
with critical flow experiments. Away from the neighborhood 
of the flash horizon pressure-drop and kinetic energy changes 
scale with similar local Mach functions as those of single-phase 
compressible flow. Existing experimental data from adiabatic, 
equilibrium, vertical-upwards, and horizontal two-phase flows 
in pipes indicate good agreement with the theoretical Mach 
number scaling guidelines and predictions. The same experi
mental data indicate that, with the appropriate choice of di-
mensionless variables, the Mach number based on the critical 
mass flux of the corresponding homogeneous-flow states can 
be used successfully as the scaling parameter. This result can 
be useful for similarity purposes and development of corre
lations for practical applications, especially since the com
plexity of evaporating two-phase flow does not permit, at 
present, a general and rigous treatment free of empiricism. 
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Discharge Coefficient for Free Jets 
From Orifices at Low Reynolds 
Number 

Tomasz Kiljanski1 

Nomenclature 
A = coefficient defined by Eq. (7) 
B = coefficient defined by Eq. (9) 
d = diameter of the orifice 
h = head 
/ = length of the orifice 
v = discharge velocity 

4> = discharge coefficient 
ix = viscosity 
p = density 
f = coefficient of the local resistance 

Introduction 
The problem of the velocity of free jets issuing from a small 

orifice in a tank wall has been well investigated for low viscosity 
liquids, i.e., for a high Reynolds number. The internal friction 
phenomena do not play an important role under these con
ditions—almost all the potential energy of the fluid in the vessel 
is converted into kinetic energy of the free jet. The discharge 
coefficient <f> (Eq. (1)) is then very close to the contraction 
coefficient /3 and equals about 0.6. 

v = 4>sf2gl (1) 

The outflow at a high Reynolds number was discussed in detail 
by many authors, e.g., Judd and King (1908), Medaugh and 
Johnson (1940), Geller (1965), Lienhard and Lienhard (1984). 

It is obvious that at a Reynolds number low enough the 
discharge coefficient must be lower because the discharge ve
locity is then limited mainly by the friction phenomena. The 
range of low Reynolds numbers is essential for the outflow of 
non-Newtonian liquids which are usually highly viscous. How
ever, even the outflow of Newtonian liquids at low Reynolds 
numbers has not been well examined. 

Theoretical 
Assume that the flow is laminar and the kinetic energy of 

the jet is negligible in comparison to the energy dissipated by 
viscous friction. The orifice in the wall induces a local resistance 
to flow. Thus, the pressure drop in the outlet region may be 
described by Eq. (2): 

AP=f 
pv (2) 

In the laminar flow region the coefficient of local pressure 
drop f must obey Eq. (3) 

where 

r= 

Re = 

C_ 
: Re 

vdp 

(3) 

(4) 

In the flow conditions under consideration, the pressure drop 
due to friction in the outlet region equals the hydrostatic pres
sure at the bottom 

Ap = hpg 

Combining Eqs. (1) to (5) we obtain 

Cn<t>^/2gh 
hpg = -

2d 

thus, 

PNlghd 

where 

Multiply Eq. 

or 

<j 

(7) by <t> 

</>2 = 

CJX 

Re0 = — 

p4>^2ghd 

Cn 

— V1JS.C0 

llghd 

' vdp 

Cji 

= By/Re 

I 

Re 
C 

(5) 

(6) 

(7) 

(8) 

(9) 

The coefficient B can be expected to depend on the orifice 
length. 
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Experimental 
Most measurements of the velocity of discharge from orifices 

were performed using a vertical perspex cylindrical tube 38 
mm in diameter with a brass replaceable bottom with circular 
orifices. The fluids tested flowed due to gravitational force 
through the orifices of diameters 2, 3, and 5 mm and l/d ratio 
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Fig. 1 Dependence of the discharge coefficient on the Reynolds num
ber, a — l/d = 1 and 0, potato syrup; a — l/d = 1 and 0, glycerin; 
• — l/d = 1 and 0, glycol; o — l/d = 0.5, potato syrup; o — l/d = 0.5, 
glycerin, A — l/d = 0.5, glycol. (Uncertainty in 0 = 4 to 7 percent of 
the 4> value, in Re 4 to 8 percent of the Re value at 20:1 odds.) 

equal 0.5. Additionally, two orifices of the diameter 3 mm and 
l/d ratio equal 1 and 0 (a sharp-edged one) were used. The 
head of the fluid was kept constant during the measurement. 
Heads greater than 0.6 m were imitated by the pressure of a 
gas above the fluid formed in a pressure-capillary rheometer 
using the same brass elements with orifices. The head under 
pressure was calculated as 

where H is the actual height of the fluid in the reservoir and 
p is the pressure of gas over the liquid. 

The exit velocity was calculated by measuring the discharge 
volume under a constant head for a given time. In the meas
urements performed in the rheometer under pressure the head 
changed 15 mm at most during the measurement. Its average 
value was then taken for calculations. The coefficient of dis
charge was calculated from Eq. (1). 

As test fluids ethylene glycol of viscosity about 0.02 Pa-s, 
two glycerol solutions of viscosity about 0.15 and 0.40 Pa-s, 
and potato syrup of viscosity about 10 Pa-s were used, all 
Newtonian liquids. The exact viscosity was determined for each 
measurement depending on the temperature. 

Results 
The plot in Fig. 1 presents the dependence of 0 on the 

Reynolds number Re. In the range of low Re values (Re < 
10) the experimental points for each l/d ratio lie on the straight 
line with the slope 0.5, which confirms the validity of Eq. (9). 
For l/d = 0.5 the regression line is described by the equation 

0 = 0.123 Re0496 

Assuming the exponent is equal to the theoretical value 0.5, 
the equation would have the form 

0 = 0.124 Re05 (10) 

The standard error of log 0 estimation equals 0.00992 which 
corresponds to the standard 0 estimation error of 2.3 percent. 
For d/l = 1 the regression line is described by the equation 

0 = 0.0994 Re0506 

Assuming the exponent equal 0.5, Eq. (9) would have the form 
0 = 0.0982 Re05 (11) 

0,1 

0,01 

0 , 5 / / 

l/d = 0 /"/ / 

/ / 

Re„ 10°0 

Fig. 2 Dependence of the discharge coefficient on the modified Reyn
olds number (8) 

The standard error of log 0 estimation equals 0.0760 which 
corresponds to the standard 0 estimation error of 1.9 percent. 
For l/d = 0 the regression line is described by the equation 

0 = 0.142 Re05036 

And for the exponent equal 0.5 
0 = 0.141 Re05 (12) 

The standard error of log 0 estimation equals 0.0122 which 
corresponds to the standard 0 estimation error of 2.8 percent. 

In the range of Re > 10 where the kinetic energy influences 
the velocity of discharge, the discharge coefficient assumes 
lower values than those predicted by Eq. (9). In this range the 
three curves for three l/d ratios converge and for Re > 300 
they converge into one. In the range of Re where Eq. (9) is 
valid there was no contraction of the jet. The coefficient of 
contraction was calculated from the photos of the free jet. For 
Re < 10 its values were not less than 0.99. 

From the practical point of view it is more convenient to 
present the results in the form of 0 versus Re0 (Eq. (7)) which 
allows the value 0 to be calculated directly for given head h. 
The experimental results were recalculated and presented in 
Fig. 2 without experimental points for clarity. It is seen from 
the plot that Eq. (7) is valid for Re0 < 20. In this range the 
constant A (Eq. (7)) equals 0.020 for l/d = 0, A = 0.0153 
for l/d = 0.5 and A = 0.00964 for l/d = 1. 

Influence of surface tension on the jet might be expected. 
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Table 1 

Orifice 2 mm 
l/d = 0.5, glycol 

Table 2 

Re 

57.9 
59.1 
70.5 
72.5 
83.9 
90.0 
95.8 
110 
120 
129 
130 
141 
147 
163 
169 
171 
190 
195 
204 
218 
231 
266 

<p 

0.640 
0.605 
0.640 
0.625 
0.625 
0.632 
0.638 
0.658 
0.670 
0.673 
0.689 
0.667 
0.682 
0.701 
0.684 
0.683 
0.705 
0.701 
0.705 
0.707 
0.708 
0.678 

Table 3 

Orifice 2 mm 
l/d = 0.5, syrup 

Re 

0.0375 
0.0632 
0.0861 
0.118 
0.125 
0.145 
0.162 
0.188 

<P 

0.024 
0.0302 
0.0339 
0.0407 
0.0431 
0.0469 
0.0481 
0.0521 

Orifice 2 m m 
l/d = 0.5, glycerin 

Re 

2.39 
2.97 
4.00 
4.17 
5.71 
5.93 
6.77 
7.15 
7.88 
9.99 
10.6 
10.9 
12.4 
13.7 
14.1 
14.1 
15.6 
16.8 
18.1 
18.6 
18.8 
19.7 
21.4 
23.1 

<P 

0.191 
.0.215 
0.245 
0.252 
0.288 
0.312 
0.317 
0.319 
0.336 
0.370 
0.390 
0.402 
0.416 
0.441 
0.441 
0.426 
0.442 
0.466 
0.471 
0.481 
0.487 
0.476 
0.485 
0.508 

Table 4 

Orifice 3 mm 
l/d = 0.5, glycol 

Re 

158 
179 
207 
259 
279 
333 
341 
388 
405 
462 

<P 

0.688 
0.701 
0.682 
0.711 
0.706 
0.728 
0.704 
0.711 
0.732 
0.727 

Table 7 

Orifice 3 mm 
l/d = 0.5, glycol 

Re 

113 
149 
182 
223 
250 
285 
314 
346 
380 

<P 

0.700 
0.722 
0.711 
0.720 
0.694 
0.699 
0.690 
0.688 
0.686 

Table 9 

Orifice 3 mm 
Id = 0, syrup 

Re 

0.0106 
0.0125 
0.0148 
0.0168 
0.0189 
0.0238 
0.0302 
0.0346 
0.0378 
0.0560 
0.0630 
0.0742 
0.0821 
0.0958 
0.116 

<P 

0.0140 
0.0151 
0.0166 
0.0176 
0.0188 
0.0218 
0.0256 
0.0276 
0.0286 
0.0335 
0.0357 
0.0377 
0.0413 
0.0428 
0.0477 

Table 8 

Orifice 3 mm 
l/d = 0, .glycerin 

Re 

2.60 
3.15 
3.65 
4.31 
5.00 
5.47 
6.28 
6.89 
18.6 
26.1 
33.3 
40.9 
48.3 
56.3 
61.7 
70.9 
75.9 

<P 

0.235 
0.245 
0.275 
0.294 
0.326 
0.332 
0.357 
0.388 
0.542 
0.597 
0.622 
0.624 
0.636 
0.653 
0.643 
0.667 
0.648 

Table 10 

Orifice 3 mm 
Id = 1, glycol 

Re 

104 
136 
175 
214 
250 
290 
323 
371 
396 

f 

0.621 
0.639 
0.662 
0.673 
0.676 
0.692 
0.690 
0.717 
0.695 

Table 5 

Orifice 3 mm 
l/d = 0.5, glycerin 

Re 

4.80 
7.88 
12.5 
16.1 
16.1 
19.9 
23.4 
23.4 
29.0 
31.7 
33.0 
41.5 
48.2 
54.9 
61.8 
71.7 
79.7 

<P 

0.271 
0.359 
0.436 
0.458 
0.443 
0.485 
0.503 
0.500 
0.552 
0.551 
0.562 
0.600 
0.595 
0.598 
0.605 
0.634 
0.643 

Table 6 

Orifice 3 mm 
l/d = 0.5, syrup 

Re 

0.0115 
0.0119 
0.0136 
0.0137 
0.0156 
0.0163 
0.0178 
0.0185 
0.0195 
0.0204 
0.0230 
0.0248 
0.0277 
0.100 
0.161 
0.209 
0.296 
0.359 
0.394 
0.487 
0.602 

<P 

0.0136 
0.0135 
0.0143 
0.0146 
0.0154 
0.0159 
0.0166 
0.0168 
0.0172 
0.0174 
0.0187 
0.0200 
0.0200 
0.0403 
0.0507 
0.0540 
0.0672 
0.0746 
0.0758 
0.0830 
0.0910 

Table 11 

Orifice 3 mm 
Id = 1, glycerin 

Re 

1.20 
1.46 
1.59 
1.75 
1.95 
2.13 
2.48 
2.91 
3.72 
10.5 
15.4 
22.2 
29.9 
36.3 
42.5 
55.7 
63.5 

<f> 

0.112 
0.120 
0.123 
0.133 
0.140 
0.146 
0.153 
0.172 
0.186 
0.298 
0.387 
0.401 
0.448 
0.468 
0.485 
0.524 
0.533 

Table 12 

Orifice 3 mm 
Id = 1, syrup 

Re 

0.00987 
0.0107 
0.0102 
0.0141 
0.0152 
0.0169 
0.0222 
0.0247 
0.0295 
0.0350 
0.0428 
0.0495 
0.0503 

<P 

0.0096 
0.00989 
0.0106 
0.0115 
0.0119 
0.0125 
0.0140 
0.0149 
0.0165 
0.0182 
0.0195 
0.0214 
0.0228 

However, since all the experimental points for given l/d value 
lie on one curve for all fluids, the surface tension seems to 
have a negligible effect in these experiments. 

Concluding Remarks 

According to the theoretical considerations the coefficient 
of discharge of a Newtonian liquid from a small orifice proved 
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Table 13 
Orifice 5 mm 

Id = 0.5, syrup 

Re 
0.0138 
0.0187 
0.0245 
0.0305 
0.0372 
0.0464 
0.0542 
0.0645 
0.0698 
0.0816 
0.0866 
0.0949 
0.107 
0.115 
0.122 

f 

0.0154 
0.0.176 
0.0202 
0.0222 
0.0243 
0.0268 
0.0290 
0.0321 
0.0324 
0.0359 
0.0362 
0.0378 
0.0408 
0.0424 
0.0430 

to be proportional to the square root of the Reynolds number 
in the range of small Reynolds number. This range is limited 
to the Re value equal 10. The value of the discharge coefficient 
depends also on the length 1 of the orifice even for l/d < 1, 
but only for Re < 300. 
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Uncertainty Analysis 
Assuming the experiments were single-point experiments, 

the uncertainty intervals for the results were calculated ac
cording to Kline and McKlintock (Eq. (7)). Assuming odds 
20:1 the precision, bias and uncertainty limits for the variables 
were: 

Height of the liquid in 
the reservoir 

Diameter of the 
reservoir 

Diameter of the 
orifice 

Time 
Density 
Viscosity 

glycol 
glycerol 1 
glycerol 2 
syrup 

Precision 
limit 
1 mm 

0.05 mm 

0.01 mm 

0.1 s 
3 kg/m3 

0.5 % 
0.1 mPa s 
0.8 mPa s 
2 mPa s 
50 mPa s 

Bias 
limit 
0.1 mm 

0.01 mm 

0.001 mm 

0.01 s 
10 kg/m3 

4 % 
0.8 mPa s 
6 mPa s 
16 mPa s 
0.4 Pa s 

Uncertainty 
limit 
1 mm 

0.05 mm 

0.01 mm 

0.1 s 
11 kg/m3 

4 % 
0.8 mPa s 
6 mPa s 
16 mPa s 
0.4 Pa s 

The precision, bias, and uncertainty limits for the results were: 

Velocity coefficient <j> 4-7 % < 0.5 % 4-7 % 
of the (j> value 

Reynolds number Re 2-6 % 4-6 % 4-8 <% 
of the Re value 

Prediction of Pump Performance 
Under Air-Water Two-Phase Flow 
Based on a Bubbly Flow Model 

Kiyoshi Minemura1 and Tomomi Uchiyama1 

This paper is concerned with the determination of the per
formance change in centrifugal pumps operating under two-
phase flow conditions using the velocities and void fractions 
calculated under the assumption of an inviscid bubbly flow 
with slippage between the two phases. The estimated changes 
in the theoretical head are confirmed with experiments within 
the range of bubbly flow regime. 

Nomenclature 
C = absolute velocity 

CD = drag coefficient of a single bubble 
g = acceleration of gravity 

^imp = head developed by impeller 
h = hydraulic loss of head 
p = absolute pressure without gravity effect 

Rt = radius of bubble 
Re = Reynolds number of bubble = 2 i ? 6 l W - \ \ / v 

r = radial coordinate 
t = height of blade 
u - peripheral velocity of impeller 
V = relative velocity of bubble 

W = relative velocity of water 
z = axial coordinate 
a - void fraction 
6 = angular coordinate 

A0 = pitch angle of impeller 
v = kinematic viscosity of water 
p = density 

i/'imp = dimensionless expression of H-lmp, = Hlmp(u\/g) 
w = angular velocity of impeller 

Subscripts 
0 = pump inlet or zero value of a 
1 = impeller inlet 
2 = impeller outlet 
3 = pump outlet 
g = gas phase 
/ = liquid phase 

u = circumferential component 

Introduction 
In terms of the safety analysis of nuclear reactors or new 

developments in off-shore crude oil pumps, it is indispensable 
to understand states of flow in centrifugal pumps under two-
phase flow conditions and the corresponding performance of 
the pumps. To clarify theoretically the behavior of the gas-
liquid, two-phase mixture in centrifugal pump impellers, a 
three-dimensional numerical method based on a bubbly flow 
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Table 13 
Orifice 5 mm 

Id = 0.5, syrup 

Re 
0.0138 
0.0187 
0.0245 
0.0305 
0.0372 
0.0464 
0.0542 
0.0645 
0.0698 
0.0816 
0.0866 
0.0949 
0.107 
0.115 
0.122 

f 

0.0154 
0.0.176 
0.0202 
0.0222 
0.0243 
0.0268 
0.0290 
0.0321 
0.0324 
0.0359 
0.0362 
0.0378 
0.0408 
0.0424 
0.0430 

to be proportional to the square root of the Reynolds number 
in the range of small Reynolds number. This range is limited 
to the Re value equal 10. The value of the discharge coefficient 
depends also on the length 1 of the orifice even for l/d < 1, 
but only for Re < 300. 
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Uncertainty Analysis 
Assuming the experiments were single-point experiments, 

the uncertainty intervals for the results were calculated ac
cording to Kline and McKlintock (Eq. (7)). Assuming odds 
20:1 the precision, bias and uncertainty limits for the variables 
were: 

Height of the liquid in 
the reservoir 

Diameter of the 
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orifice 
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3 kg/m3 
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0.1 mPa s 
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2 mPa s 
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0.01 s 
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4 % 
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6 mPa s 
16 mPa s 
0.4 Pa s 
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1 mm 

0.05 mm 
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0.1 s 
11 kg/m3 
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0.8 mPa s 
6 mPa s 
16 mPa s 
0.4 Pa s 

The precision, bias, and uncertainty limits for the results were: 

Velocity coefficient <j> 4-7 % < 0.5 % 4-7 % 
of the (j> value 

Reynolds number Re 2-6 % 4-6 % 4-8 <% 
of the Re value 

Prediction of Pump Performance 
Under Air-Water Two-Phase Flow 
Based on a Bubbly Flow Model 

Kiyoshi Minemura1 and Tomomi Uchiyama1 

This paper is concerned with the determination of the per
formance change in centrifugal pumps operating under two-
phase flow conditions using the velocities and void fractions 
calculated under the assumption of an inviscid bubbly flow 
with slippage between the two phases. The estimated changes 
in the theoretical head are confirmed with experiments within 
the range of bubbly flow regime. 

Nomenclature 
C = absolute velocity 

CD = drag coefficient of a single bubble 
g = acceleration of gravity 

^imp = head developed by impeller 
h = hydraulic loss of head 
p = absolute pressure without gravity effect 

Rt = radius of bubble 
Re = Reynolds number of bubble = 2 i ? 6 l W - \ \ / v 

r = radial coordinate 
t = height of blade 
u - peripheral velocity of impeller 
V = relative velocity of bubble 

W = relative velocity of water 
z = axial coordinate 
a - void fraction 
6 = angular coordinate 

A0 = pitch angle of impeller 
v = kinematic viscosity of water 
p = density 

i/'imp = dimensionless expression of H-lmp, = Hlmp(u\/g) 
w = angular velocity of impeller 

Subscripts 
0 = pump inlet or zero value of a 
1 = impeller inlet 
2 = impeller outlet 
3 = pump outlet 
g = gas phase 
/ = liquid phase 

u = circumferential component 

Introduction 
In terms of the safety analysis of nuclear reactors or new 

developments in off-shore crude oil pumps, it is indispensable 
to understand states of flow in centrifugal pumps under two-
phase flow conditions and the corresponding performance of 
the pumps. To clarify theoretically the behavior of the gas-
liquid, two-phase mixture in centrifugal pump impellers, a 
three-dimensional numerical method based on a bubbly flow 
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model was proposed and applied to a radial-flow pump im
peller in a sister paper (Minemura and Uchiyama, 1993). The 
calculated distributions of pressure and void fraction for var
ious inlet void fractions showed good agreement with exper
iments. 

In this paper, the head developed by the impeller under two-
phase flow conditions is evaluated with the calculated velocities 
and void fractions in the pump and confirmed with experiments 
within the range of bubbly flow regime. It is also demonstrated 
that the head.is scarcely affected by bubble diameter in the 
impeller or friction factor between the two phases. 

Theoretical Relations 
In our previous study (Minemura and Uchiyama, 1993), it 

was assumed that fine bubbles flow in a state of uniform 
dispersion and that the two-phase mixture is inviscid except 
for the viscous drag force on the bubble motion. Based on this 
bubbly flow model, Euler's equation for the bubbly flow in a 
system rotating with a constant angular velocity co was obtained 

( l - a ) p , W - V W + (l-a)p,wX(2W + coXr) + V/? = 0 (1) 

By taking the scalar product of Eq. (1) and the element of 
streamline ds after dividing both sides of Eq. (1) with (1 - a)ph 

and integrating from the pump inlet to the outlet along the 
streamline s under the assumption of constant liquid density 
Pi, we obtain Bernoulli's equation for the bubbly flow in the 
rotating system: 

[ ( W 3
2 - ^ ) / 2 - ( W 0

2 - ^ ) / 2 ] 

+ (l/p,)( [ l / ( l - « ) ] d p = 0 (2) 

Using the relation W 2 - w 2 = C 2 -2«C„, from a velocity tri
angle, Eq. (2) is rewritten as 

(u3Cu„ - w0C„0/) /g = (C3
2, - C0

2,)/2g 

+ (l/ftg) [ 1 / ( 1 - a ) ] * (3) 

It was found that the absolute flow inside the pump can be 
considered irrotational in bubble flow regime (Minemura and 
Uchiyama, 1993). The left-hand side of Eq. (3) can thus reduce 
to the head developed by the impeller Hmp, namely, 

(«3C„3/-«oC«o/)/g= [u2CU2i-UiCuu)/g=Himp (4) 

and 
en 

Himp= (C3
2

/-Co2,)/2g + (l/p /g) [1/(1 -a)]dp (5) 
JP0 

If viscous effects are considered, then Eq. (5) should be 
modified to include hydraulic loss of head h as, 

^•'mp=(C3?-Co',2)/2g + ( l /p / g ) [ [l/(l-a')]dp'+h (6) 

where prime notation is used to denote the values affected by 
the viscosity. 

The impeller work given to a unit mass flow rate of the 
mixture, namely, the head developed by the impeller, is rep
resented by difference in the angular momentum of the mixture 
M and the mass flow rate m( = ml = m2) 

Himp=(o1/g)(M2-Ml)/m (7) 

where 

OA0 

[aPgCrgCug + (1 - dipflrfiJldOdz (8) 
„ 0 

Calculations were carried out for a flow in a radial-flow 
impeller pump having low specific-speed [specific speed: 180 
(m, mVmin, rpm)] and for the normal operating condition of 

H-19a. g - 0 . l i ' / i i n . n - l T S I r p i 
S p e c i f i c s p e e d = 1 7 9 a . a V a l n , rpa 
Nuaber of b l a d e s = 5 

Fig. 1 Shape and dimensions of impeller 
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do 

Fig. 2 The head developed by impeller as a function of a0 (uncertainty 
in i/imp/Vimpo is ±4 percent of 4>lmpli>,mp0 and in a0 ±3 percent of «0.) 

the pump as described in the previous report (Minemura and 
Uchiyama, 1993). The geometry and dimensions of the pump 
are shown in Fig. 1. It is assumed that bubbles flow homo
geneously into the pump inlet with the same velocity as water 
having an initial diameter of 0.3 mm. This value was found 
to be most frequently observed in the impeller inlet region in 
this pump under the operating condition. 

The head developed by the impeller Himp is evaluated by 
substituting velocities and void fractions calculated in the pre
vious paper into Eq. (7). The dimensionless values l/wp ob
tained are shown in Fig. 2. Here the head is divided by the 
value corresponding to the single-phase flow with the same 
mass flow rate, i/'imp/'/'impo When a0 increases, the ratio ^im p / 
"/"impo decreases slightly, and becomes almost constant (l^mp/ 
^ 0 = 0.92) in the range of a 0 ^0 .07 . 

Since the drag coefficient of a bubble CDTP is much larger 
in the higher void fraction region, the bubble velocity relative 
to water is made lower here. When a0 increases, therefore, 
increasing rate of a in the predominant region of high void 
fractions becomes less than that of the inlet void fraction a0. 
Since the presence of this high void fraction region reduces 
the blade load, the higher a0 the lower is the decreasing rate 
Of ^imp/'/'impO-

When the drag coefficient of a single bubble CD is tentatively 
used instead of CDTp. the calculated results of i/'imp/'/'impO. a s 

shown by the symbol * in the same figure, deviate from those 
described above in the range of a > 0.07, showing a slightly 
greater drop with increasing a. 

Experimental results (Minemura et al., 1985) for a pump 
with almost the same geometry and dimensions as that analyzed 
are also plotted by the symbol a in Fig. 2. The results change 
in a similar way as the calculated values for the lower range 
of a0 (ao^O.Oe), except for less reduction in împ/iAimpO- When 
a0 is increased beyond the limit of ao = 0.07, the measured 
values drop abruptly, and their difference becomes evident. 
From the observations of the bubbly flow (Murakami and 
Minemura, 1974), a large void is found in the impeller inlet 
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region due to the accumulation of bubbles, showing that the 
bubbly flow model employed in this paper is not applicable to 
such a high value of a0. 

To clarify the effect of the initial bubble diameter on the 
impeller work, calculations with bubbles having twice the initial 
value employed in the foregoing, 2Rba = 0.6 mm, have also 
been made. The results obtained are also plotted for the cases 
of a0 = 0.05, 0.07, and 0.09 in Fig. 2. The head \pimp for the 
larger bubble decreases more, but this effect is extremely small. 

In the impeller inlet region near the shroud, the value a 
becomes locally more than four times that in the pump inlet, 
as mentioned in the previous paper (Minemura and Uchiyama, 
1993). The drag coefficient of a bubble in such a field of void 
fraction CDTP is determined by using CDTP = (1 -a)~q>CD 
(<7 = 8.9Re~01). When the flow regime changes, the CDTP value 
undergoes a change as well. Hench and Johnston (1972) meas
ured the performance of a diffuser under two-phase flow con
ditions, and provided the drag coefficient for a churn-turbulent 
flow regime in the range of a> 0.35, as CDTP = 0.117?; ,(1-Q!)3 

[mm]. 
If it is assumed that the predominant region of high void 

fraction a > 0.35 belongs to the churn-turbulent flow regime 
and that the drag coefficient there is given by the above equa
tion. The head ratio then obtained decreases considerably in 
the range a0£:0.07 as indicated by the solid symbol in Fig. 2. 
But the decrease of i/,imp/i/'impo is not so large as the measured 
value. To predict the performance change in two-phase pumps, 
this coefficient was also employed by Furuya (1985), who solved 
two-phase flow equations in only one-dimensional. According 
to his results, the head shows a drastic drop when the flow 
changes from the bubbly flow regime to the churn-turbulent 
one. For a three-dimensional channel as treated in the present 
study, however, the usage of CDTP for the churn-turbulent flow 
in the region having a locally high void fraction is seen not to 
have an effect as great as that for a one-dimensional one. 

The result calculated with Furuya's method is also super
imposed by a thin solid line in Fig. 2, in which the churn-
turbulent flow regime corresponds to the range a>0 .35 . 
Though this one-dimensional calculation is very crude com
pared with the detailed analysis described in our previous pa
per, the predicted head by Furuya's method coincides 

remarkably with the experimental data except for less reduction 
in the range of a0S:0.06. 

Conclusions 

Using the velocities and void fractions calculated on the basis 
of a bubbly flow model, the head developed by the impeller 
was evaluated and the effect of friction factors on the head 
was discussed.. The results are summarized as follows: 

(1) When the inlet void fraction is as small as the flow in 
the impeller is in the bubbly flow regime, the head developed 
by the impeller can be predicted by the numerical method 
proposed in this paper. 

(2) The effect of bubble size on the head developed by the 
impeller is extremely small. 

(3) When the drag coefficient for bubbles in the churn-
turbulent flow regime is used for the predominant region of 
high void fractions as a>0.35, the calculated head developed 
by the impeller is decreased, but does not drop as sharply as 
the measured one and the one predicted by one-dimensional 
calculations. 
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Further Experiments on Transition to 
Turbulence in Constant-Acceleration Pipe 
Flow1 

P. R. Bandyopadhyay.2 The authors are to be congratu
lated for generating some invaluable transition data in im
pulsively accelerated pipe flows. On p. 225 they state that: 
"This further supports the conclusion that for constant-ac
celeration pipe startup flow, the entire flow in the test section 
undergoes a kind of global instability, with transition being 
essentially independent of axial position." This discussion is 
concerned with the observation of global instability. 

The phenomenon of global instability has been reported 
earlier although in the context of deceleration, which unlike 
acceleration enhances transition. The authors have overlooked 
a relevant paper by Bandyopadhyay (1986) where also the 
results of a transition experiment in a suddenly applied ac
celeration-deceleration in a 2.54 cm diameter pipe flow of water 
was reported. It should also be on record that in the mid 1970s, 
Dr. M. R. Head in Cambridge University Engineering De
partment had conducted flow visualization experiments in the 
low-speed smoke tunnel described in Heat and Bandyopadhyay 
(1981) where transition took place in the entire flat plate lam
inar boundary layer when the whole tunnel flow was suddenly 
brought to a halt. In both of these experiments also, transition 
eventually took place simultaneously over the entire flow field. 

Lefebvre and White (1991) presented information on the 
transition and not the instability process. It is necessary to 
make this distinction. It is not clear what they mean by global 
instability. Because in all theoretical analyses conducted so far, 
pipe flows have been found to be notoriously stable, the ques
tion is where do the disturbances come from in their experi
ments? 

Flow visualization pictures from the experiments of Band
yopadhyay (1986) show a gradual, not an abrupt, development 
of a disorganized motion from the amplification of periodic 
disturbances. The pattern does not convect axially. It is the 
near-wall flow which is breaking down first and not the entire 
cross section. The disturbed layer thickness remains uniform 
over the entire pipe as it grows. This means that unlike flat 
plate boundary layer flow with a free stream, the flow can be 
treated as parallel. This Raleigh layer like constant thickness 
growth can also be observed in a duct after the passage of a 
shock (see the Schlieren pictures from Prof. Deckker repro
duced in Head and Bandyopadhyay, 1981). In the opinion of 
the discusser, in the flows visualized by Bandyopadhyay (1986), 
a self-similar inflectional mean velocity profile is breaking 

down locally, although the name global is appealing based on 
observation. Inflectional velocity profiles can conceivably oc
cur in both accelerating and decelerating pipe flows, as long 
as they are impulsively applied. These flow visualizations also 
show that the wavelength of the rollups is very close to the 
pipe radius and not the diameter. There does not seem to be 
a larger scale like the length of the pipe. However, the lon
gitudinal direction could play a role if the rollups are not 
axisymmetric rings. Note that the rollups are situated dia
metrically across and are not staggered. So, if helical modes 
rather than axisymmetric ones are indeed present, they would 
have to appear in pairs. Because regular pipe flow transition 
requires disturbances to come from the inlet, the presence of 
helical modes in accelerating or decelerating pipe flows also is 
an intriguing issue (Bandyopadhyay, 1986). 

Because regular pipe flow transition Reynolds numbers are 
known to be sensitive to the environment, are the transition 
Reynolds number data in Fig. 4 unique to the facility? If so, 
controlling the disturbances at the inlet and outlet also might 
provide us with a means to control the transition Reynolds 
number in impulsively applied accelerating or decelerating pipe 
flows. The role of environmental disturbances in the global 
instability process is unknown and clearly more work is needed 
to improve our understanding. 
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Authors' Closure 

Mr. Bandyopadhyay appears to be attempting to expound 
potential similarities in global instability between accelerating 
and decelerating pipe flow based on his past experimental 
results. Mr. Bandyopadhyay states in his paper that for this 
flow visualization of his Fig. 10 a fully developed state flow 
at a pipe Reynolds number of 2000 was first achieved. A bypass 
valve was then opened quickly and then shut immediately there
after to produce an abrupt acceleration and subsequent de
celeration "that nearly brought the pipe flow to a halt for a 
fraction of a second." It appears that the photographs were 
taken during deceleration at a time when the flow was essen
tially zero since he states "these laminar roll-ups quickly grew 
in size locally while exhibiting virtually no steamwise convec
tion, and then chaos ensued as the pipe flow was re-estab
lished." 
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